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Abstract

In real-life conversations, meetings, or debates, there are often situations where many people speak at the same time, leading to
overlapping speech segments. Such overlapping speech is an extremely challenging problem for the speaker diarization task. The
widely used clustering-based diarization approaches perform quite poorly under such situations due to their limited capabilities
in handling overlapping speeches. This paper investigates a speaker diarization framework in which a new building block, called
speaker count, is integrated. Such speaker counter predicts the number of active speakers in each analyzing audio window, then
its output is used in the conventional re-segmentation step of the diarization pipelines in order to better label the active speakers
in each considered segment. We also investigate the effect of the analyzing audio window size on diarization performance by
theoretical analysis. We claim that the speaker count block ensures a lower diarization error rate when the analyzing window
size is small enough. Experiment results obtained from two state-of-the-art diarization systems with different settings on two
benchmark datasets, AMI Headset mix and DIHARD III, confirmed the effectiveness of the proposed approach.
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Abstract

In real-life conversations, meetings, or debates, there are often situations where many people speak at the
same time, leading to overlapping speech segments. Such overlapping speech is an extremely challenging
problem for the speaker diarization task. The widely used clustering-based diarization approaches perform
quite poorly under such situations due to their limited capabilities in handling overlapping speeches. This
paper investigates a speaker diarization framework in which a new building block, called speaker count, is
integrated. Such speaker counter predicts the number of active speakers in each analyzing audio window,
then its output is used in the conventional re-segmentation step of the diarization pipelines in order to better
label the active speakers in each considered segment. We also investigate the effect of the analyzing audio
window size on diarization performance by theoretical analysis. We claim that the speaker count block

ensures a lower diarization error rate when the analyzing window size is small enough. Experiment results

Email: d thihienthanh@h .edu. . e . . .
matt: cuongthihienthanh ®humg.edu.vi obtained from two state-of-the-art diarization systems with different settings on two benchmark datasets,

AMI Headset mix and DIHARD III, confirmed the effectiveness of the proposed approach.
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1 | INTRODUCTION

In daily conversations, we often encounter situations where many people talk at the same time. These situations may be very
short for interruptions or responses such as "sorry", "yeah", "uh-huh", or longer for arguments in debates or meetings. These
overlapped speech cases challenge speech processing systems such as automatic speech recognition, speech separation, speaker
diarization, etc. As an example in speech recognition, when knowing that multiple individuals speak at the same time, a source
separation algorithm could be called at the front end to separate a target speech from the mixture before passing it to a recognition
back-end2.

This study deals with the task of speaker diarization in the multi-speaker audio recording situation, which aims to label speech
timestamps with classes corresponding to speaker identity and answer the question "Who spoke when?"*%. Speaker diarization
is an essential component in speech processing systems such as e.g., information retrieval, broadcast”, telephonic conversation
analysis®, meeting analysis”®, and speech recognition®.

Traditional diarization systems usually start by segmenting the input audio stream into uniform speech segments with the
support of voice activity detection (VAD), then extracting the speaker embeddings from those fixed length segments, and finally
performing speaker clustering on such extracted embeddings'?. Such systems usually assign labels only to the person most
likely to speak and omit others in overlapping segments. As a result, determining who is speaking in real-world situations with
the occurrence of highly overlapping speeches is a difficult task even for the best-performing speaker diarization systems /1213,

Recently, some systems use additional blocks such as speaker change detection and overlap detection to help the clustering
algorithm 12, It is noteworthy that there have been several studies on overlapping speech detection and its application in
speaker detection. For example, Boakye et al. use an HMM-based segmenter to detect overlapping segments=. Huijbregts et al.
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2 | DUONG ET AL.

introduces a loudspeaker model based on GMM for overlap detection and investigates the system "twice’ to detect overlap first,
and then uses it to refine tune speaker samples and perform tasks'%.

At the era of deep learning with more and more releases of annotated data, new end-to-end deep neural network (DNN)-
based diarization model has emerged. Among such works can be mentioned the speaker recording system based on the
area recommendation network (RPNSD)'Z, in which the DNN simultaneously generates overlapping speech segmentation
suggestions and computes the possibility of embedding people in their talk. Compared to standard logging methods, RPNSD
provides a shorter pipeline and can handle overlapping speeches. In''®, authors present a novel speech separation framework
that combines end-to-end speaker diarization and a convolutional time-domain speech separation network. This method obtains
better diarization and separation performance compared to the baselines for both fixed and flexible numbers of speakers. Besides,
some other notable approaches such as unbounded interleaved-state recurrent neural network (UIS-RNN) consist of supervised
neural models based on speaker embeddings'®, discriminative neural clustering (DNC)2", deep learning speech separation
guided diarization based approaches?!“? and target-speaker voice activity detection®?. Some of these approaches have been
shown to be particularly effective and ranked highly in the recent Third DIHARD Challenge®.

While significant progress has been made on speaker diarization task so far, due to the complex acoustic scenes, a large
amount of speech overlapped, and the lack of complete labeled data, speaker diarization still faces great challenges=>. One of
them is determining the exact number of speakers in each considered audio segment. Therefore, in this paper, we investigate
the use of a new building block named speaker count to independently predict the number of active speakers in each audio
segment. This helps the clustering algorithm to assign enough speakers in each audio segment and thus potentially offer better
diarization performance. We present an extension of our previous work=%, to investigate the role of the speaker counter in
handling overlapping speeches in speaker diarization systems. Our contributions are summarized as follows:

e We introduce a speaker diarization framework in which the speaker count model is integrated as a new building block. This
block can be developed independently of other processing blocks, making it flexible to be integrated into any existing system.

e We provide some theoretical analysis and investigate the effect of analyzing window size to prove the potential benefit of the
proposed speaker count block in terms of the diarization error rate (DER).

e We perform experiments on two benchmark datasets (AMI Headset mix and DIHARD III) with various analyzing window
sizes, where the oracle speaker count block is integrated into two state-of-the-art speaker diarization systems. Diarization
results confirm the potential benefit gained by the proposed block.

For the rest of the paper, we first introduce the proposed speaker diarization workflow and two baseline systems in Section [2]
Then, section [3|provides theoretical analysis to prove the potential benefit obtained by the speaker count block. Experiment
results and discussion are presented in Section ] Finally, the conclusion is shown in Section 5]

2 | SPEAKER DIARIZATION APPROACH
2.1 | Proposed speaker count integrated workflow

Clustering-based speaker diarization systems often consist of three main processing blocks arranged in a pipeline structure:
voice activity detection (VAD), speaker embedding extraction, and speaker clustering®?Z, The VAD% is used for detecting
portions of the audio signal containing voice only by removing non-voice segments such as background noise, music, silence,
etc. The speaker embedding extraction block aims to capture the speaker’s discriminative characteristics in a speech segment and
encapsulates them into a speaker embedding. The clustering step is crucial to group the embeddings that belong to the same
speaker and label speaker identities in each segment. Example of a general pipeline of the speaker diarization is described in Fig.
[T}black boxes part, and more detail the output of each step with three speakers labeled as 1, 2, 3 is shown in Fig.

State-of-the-art approaches'?1> use additional blocks such as overlapped speech detection”, speaker change detection?, or
re-segmentation=Y for a better diarization performance.

In case overlapped detection is used, the system consists of three major modules: voice activity detection, overlap detection,
and speaker recognition. In the first phase, a silence detection model is used to identify silence durations and remove them. The
non-silence speech then is divided into small segments by using a sliding window with a size of «, and the overlap ratio of 3,
where o and /3 are tunable parameters. As example in some implementations, o and (3 are set to 1 second and 50%, respectively.
After segmentation, on the one hand, every segment is inputted into the overlap detection module to verify whether it is an
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FIGURE 2 A typical speaker diarization pipeline.

overlapped speech or not. On the other hand, the segments are passed through the speaker recognition module to identify the
speaker. The speaker recognition module is comprised of two steps. The first step, namely speaker embedding, is to extract
speech features. Such feature vectors are then passed to the second step, named clustering, which performs a clustering algorithm
to categorize the speakers into groups. The output of the speaker recognition module is the probability for a segment to be the
voices of the speakers. Finally, the results of the overlap detection module and the speaker recognition module are concatenated to
generate diarization result. Specifically, for a non-overlap segment, the speaker is the one determined by the speaker recognition
with the highest probability; while for an overlapped segment, beside the primary speaker, we also assign a secondary speaker
whose probability is the second highest.

Hereafter we present in more detail the re-segmentation step when the speaker count block is integrated into the proposed
model.
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2.2 | Resegmentation with speaker counter

Overlap detection can be seen as a binary version of the speaker count estimation problem, where the number of speakers equals
one in the non overlap cases or more than one corresponds to the overlap cases. Therefore we apply a speakers count estimation
model for the overlap detection problem.

In the considered approach, the speaker count block is integrated into diarization workflow to estimate the number of active
speakers at each analysis window. Then, instead of just labeling one or two speakers with the highest scores resulted from the
clustering block (as in case the conventional overlapped detection is used), resegmentation block will label speaker identities
according to the exact speaker numbers reported from the speaker count block. The blue square-dot boxes in Fig. [T]indicate such
steps considered in the paper.

2.3 | Baseline 1: Pyannote

Among a large number of approaches have been proposed recently, in this paper we choose two widely used ones as baseline to
validate the effectiveness of the proposed approach. The first baseline is Pyannote library'”, which has been actively updated by
the authors from its first creation. The second baseline is UIS-RNN"2, one of the reference for deep learning model. In both
baselines the considered speaker count can be easily integrated as a new building block.

Pyannote has been developped since 2020 and maintained as a PyTorch library. Pyannote.audio is open-source toolkit written
in Python and is part of pyannote for speaker diarizationﬂ It integrates a set of state-of-the-art neural building blocks that can be
either trained separately or combined and jointly optimized to build speaker diarization pipelines: the end-to-end neural voice
activity detection (VAD)=Y, the speaker change detection?, the overlapped speech detection“", the speaker embeddings?, and
the Bayesian model-based clustering>. In one of the released model, the first three blocks were all trained on the DIHARD"?
and the AMI** datasets, while the speaker embedding was trained on the VoxCeleb1> and the VoxCeleb2=® datasets. It should
be noted that, Pyannote explores a metric learning approach to train speaker embeddings that are directly optimized for a
predefined (usually is cosine) distance. This is different with earlier diarization systems=/=
a fixed-length sliding window as input to the clustering step. The Pyannote authors claim that their library does not require
techniques like probabilistic linear discriminant analysis (PLDA) before clustering.

It is worth noting that, while each building block can be trained separately, Pyannote offers possiblity to combine them
for end-to-end training in which the hyper-parameters are optimized jointly to minimize the diarization error rate. This joint
optimization process has been shown to offer better results than the late combination of multiple building blocks that were tuned
independently from each other'®.

which use x-vectors extracted from

2.4 | Baseline 2: UIS-RNN

It has been shown that DNN-based embeddings (a.k.a. d-vectors=?) are more poweful than the the conventional handcrafted
features (i-vector®”) for the task*12, This can be explained by the fact that DNN can be trained with large-scale datasets, which
offers the resulting embedding robust against varying speaker identities and acoustic conditions. Thus, in the second baseline, we
investigate the use of powerful DNN architectures for both three major steps: VAD , speaker embedding extraction*? and speaker
clustering®. The baseline is based on a fully supervised speaker diarization approach, named unbounded interleaved-state
recurrent neural networks (UIS-RNN)?. However, differently from the original paper, we made some modifications in our
implementation to improve the result. First, we use the pre-trained model developed for the Google WebRTC projectﬁ for VAD
block. This VAD model has been known as one of the fastest VAD for real-time processing|'l Second, speaker embeddings
are extracted from the state-of-the-art speaker recognition deep network*? trained on the VoxCeleb1 and the VoxCeleb2=°
datasets. This network modifies ResNet in a fully convolutional way to encode 2D spectrograms of audio signals, followed by a
NetVLAD/GhostVLAD layer® for feature aggregation along the temporal axis. It produces a fixed-length 512-dimensional
output d-vector for each input audio segment. The implementation is provided by the authorﬂ

¥ https://github.com/pyannote/pyannote-audio

8 https://webrtc.org/

T https://github.com/wiseman/py-webrtcvad

# https://github.com/WeidiXie/VGG- Speaker- Recognition
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In this considered UIS-RNN approach, each speaker is modeled by an instance of RNN with shared parameters. As the total
number of speakers in an audio recording is generally unknown, an unbounded number of RNN instances can be generated. It
is claimed that Since all components of the system can be learned in a supervised manner, it is preferred over unsupervised
systems in scenarios where training data with high quality time-stamped speaker labels are available. Furthermore, UIS-RNN
can better handle complexities in speaker diarization since it automatically learns both the speaker changes and the number of
speakers within each utterance via a Bayesian non-parametric process. In our experiment, we use the UIS-RNN implementation
provided by the Google Al Blogm We would like to highlight that in our second baseline implementation, DNN architectures for
the VAD and the speaker embedding could be considered to be more advanced than the ones used in the original UIS-RNN
paper and closer to the recent advance in deep learning®. Thus, we argue that this can be served as a strong baseline to evaluate
the potential of our proposed approach.

3 | THEORETICAL ANALYSIS

We analyze the diarization error rate (DER) obtained by the proposed approach using speaker count and comment on its gain or
loss in different cases compared to the basic setup where only one speaker is considered to be active at each analysis window.
Let I be an input audio file with a duration of L seconds, according to*# the DER of I is defined by:

Z,‘i] ma-x[Nref(i)s Ncnt(i)] - Ncorrect
Zf:l Nref(i)

where N,.r(i) and N,(i) are the ground truth and the detected number of speakers at i-th speaker count window, respectively,
P= WILK — is the total number of window segment with window length wlen, and i < P.

Note that in this formula, the window size wlen is not written as it appears in both nominator and denominator, and the
segment border effect can be neglected with the assumption that wlen is small compared to the audio segments with the same
speaker activities determined by the first diarization block. Assuming further that the diarization block outputs the perfect
appearance probability order of all speakers, we have Ncoyreer = mMin[Nyer(i), Nen(i)]. When considering only one active speaker
at every analysis window (i.e., the one with highest probability outputted by the diarization system), the corresponding DER,

denoted as DER), is defined as

DERspkcount = > ey

Soiy max{Neg (i), Now ()] - 1
St Nees (i)
We would like to see how much gain or loss we can obtain when using the speaker counter as an additional processing step from

DERicoun: — DER; . Two separate cases can be seen as follows.
(@) New(i) < Nyor(i) Vi. The DER in eq can be written as

DER, =

2

S Nugf (i) = Now

DER count = ;
4 Elf;l Nref(l)
P .
i= Ncn -1
= DER, - z:l—lp—’(l)' (3)
Zi:] Nref(l)

Note that thanks to the VAD block, non-speech segments are already cut before the diarization, and thus the speaker count
system should be designed to detect at least one speaker at each window. Thus, with N,,(/) > 1 in all windows, the DER gain
compared to DER; is DER;,‘;)M = % With the ideal speaker count system where N (i) = Nyor(i) Vi, the maximum gain
in terms of DER we could expect is

P .
DERgain—mux = Zi:lerEf(l)'_ : .
2 it Nrer (D)
This maximum gain logically implies DER,icouns = 0. The DER g4y max is higher when the number of windows P is larger,
meaning that with a smaller window length for speaker count detection, one can expect better diarization performance. This
analysis is in line with our experiment results shown in Table 2] and Table 3]

4)

I https://github.com/google/uis-rnn
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(b) Neyi(i) > Ny (i) Vi. This is the case where the speaker count system counts more speakers than the ground-truth. The DER
in eq (T is then written as

S0 Now()) = Nrey
i N ()
SO 28 Ny () = Ny (D) — 1
i N ()

As can be seen, with a very bad speaker count system that outputs N, > 2 % N,r(i) — 1 for most windows, the overall DER result
will be worse as DER pcouns > DER;. However, this case might rarely happen in practice. On the other hand, when N,os < Neyy <
2 % Nyer(i) — 1 for most windows, the use of speaker count system offers the lower DER of DER;,Z)M = w This
gain is upper-bounded by DER y4in_pay Since in this case 2 * Nyor(i) — Newi (i) — 1 < Npor(i) — 1, and the smaller window length, the
higher DER gain could be expected.

As conclusion, the analysis shows that the benefit of the overlap speech detection is greater when (a) the input audio contains
more segments with overlap and (b) the analyzing window size is smaller. These intuitions hold for general situation with more

than two active speakers at each segment.

D ERspkcoum =

= DER, - o)

4 | EXPERIMENTAL
41 | Datasets

We evaluate the speaker diarization performance obtained by the baselines and the proposed approach on two benchmark
datasets: AMI Headset mix* and DIHARD III#® as below:

e AMI Headset mix dataset®is a widely used dataset for speaker diarization over the last decade. This dataset consists of 98
hours of meeting recordings from 180 speakers in total. The recordings were in English and recorded in three rooms with
different characteristics. Distribution according to the number of simultaneous speakers, the AMI dataset includes 81% of
the total voiced periods as single-speaker, 15% of the time as two-speaker, and the remaining 4% of the time as three or more
speakers. This show that the two-speaker case occupies approximately 75% of the overlap segments. The dataset was split
into 70% for training (68.6 hours), 15% for validation (14.7 hours), and 15% for evaluation (14.7 hours).

e DIHARD III dataset*® is a recent benchmark used in the third DIHARD speech diarization challenge[**| This dataset contains
single-channel wide-band audio recorded from 11 different environments. Such recordings vary from very clean ones (i.e.,
near-field recordings of reading audiobooks) to noisy, far-field ones. The dataset was split into about 40.7% for training
(27.92 hours), 10.2% for validation (6.98 hours), and 49.1% for evaluation (33.65 hours). The statistics for both datasets are
summarized in Table [Tl

TABLE 1 Datasets statistics

Dataset Train (hours) | Validation Test
AMI Headset mix 68.6h 14.7h 14.7h
DIHARD III 27.92h 6.98h 33.65h
4.2 | Performance evaluation

DER: We use the pyannote.metrics toolkit** to evaluate the speaker diarization systems in terms of diarization error rate (DER).
DER expresses the portion of the recording that is labeled incorrectly, including three possible types of errors: false alarm,

** https://dihardchallenge.github.io/dihard3/
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missed detection, and speaker confusion, defined as follows:

DER = false alarm + misstdtet;:ction + confusion’ ©)
ota

where falsealarm denotes the duration of non-speech incorrectly classified as speech, missdetection denotes the duration of
speech incorrectly classified as non-speech, confusion denotes the duration of speaker incorrectly classified, and total is the total
duration of reference speeches. DER is expressed as a percentage, and the lower DER the better.

JER: We also use another metric developed by the DIHARD II competition, namely the Jaccard Error Rate (JER). JER first
calculates the sum of false alarm and miss detection per speaker in the audio, then averaged it to compute JER. Specifically, JER
is computed as follows:

Ny
1 Z FA; + MISS;

JER = — ,
TOTAL,

N (7

where with the i-th speaker, FA denotes the total system speaker time not attributed to the reference speaker, MISS is the total
reference speaker time not attributed to the system speaker, and TOTAL denotes the duration of the union of reference and system
speaker segments. Similar to DER, JER is also expressed as a percentage, and the lower JER the better.

B3-F1: The third metrics for evaluating diarization system are B3-cubed precision, recall, and F1 score*’. The B-cubed
precision for a frame assigned to speaker A in the reference and speaker B in the system is the proportion of frames assigned to
speaker B that is also assigned to speaker A. The same, B-cubed recall for a frame is the proportion of all frames assigned to
speaker A that are also assigned to speaker B. Then, the overall precision and recall are the average of the frame-level precision
and recall, and the overall F-1 is their harmonic average. Different from DER and JER, B3-F1 score the higher the better.

43 | Implementation details

Pyannote baseline: we use implementation codes, configuration files, and pre-trained models for all component blocks provided
by the authors E due to they were already trained and validated on the AMI and DIHARD datasets. Speaker embeddings
are extracted every 1-second sliding window with 512 dimensions for clustering. After that, we evaluate the performance of
Pyannote baseline on the test set of the two considered datasets summarized in Table[I]

UIS-RNN baseline: With the second baseline model, we further augment the VoxCeleb1> and the VoxCeleb2"® datasets with
approximately 34 hours of Japanese speeches collected from Youtube and approximately 1,000 hours of English speeches from
ST Chinese Mandarin Corpu@ for training the d-vectors speaker embedding. The spectrogram size is set varying corresponding
from 2-second to 6-second temporal segments, which are random extracted from each utterance. Spectrograms are calculated
by the short-term Fourier transform (STFT) with a sliding Hamming window of size 25 ms, a window shift of 10 ms, and 256
frequency bins. Then they are standardized by subtracting the average value and then dividing by the standard deviation of
all frequency components in a single time step. For training the UIS-RNN clustering on the considered AMI headset mix and
DIHARD III dataset, we set the sliding window for speaker embedding extraction is 1-second instead of 240 ms in the original
model. The other training parameters are set the same as the original implementation. During the evaluation, speaker embeddings
of dimension 512 are extracted every 1-second sliding window for clustering as the Pyannote baseline setting.

4.4 | Diarization results and discussion

In order to investigate the potential benefit of the proposed speaker count integration approach, for each baseline method, we
compare the speaker diarization results of four different settings as follows:

t https://github.com/pyannote/pyannote-audio
H http://openslr.org/38
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TABLE 2 Speaker diarization results obtained by the Pyannote-based methods on AMI Headset mix and DIHARD III
datasets. The original model is trained and provided by the authors.

AMI Headset mix DIHARD III
Pyannote-based methods | Window size (seconds) | DER% [ JER% | B3-F1 | DER% | JER% | B3-F1
Original model 1 32,09 99.15 0.59 21.58 40.28 0.74
One speaker 1 2936 | 5936 | 063 | 2533 | 4468 | 0.72
assignment

1 34.28 59.68 0.56 28.41 41.89 0.71

0.8 32.46 58.09 0.57 27.86 41.61 0.71

Oracle overlap 0.6 30.12 57.58 0.58 26.92 41.41 0.73
detection 0.4 28.85 57.64 0.6 25.81 41.21 0.75
0.2 27.83 56.18 0.63 24.44 40.94 0.77

Oracle speaker change 25.6 55.98 0.64 21.58 40.28 0.74

1 29.13 58.44 0.61 25.67 39.07 0.71

0.8 26.24 55.98 0.64 24.49 38.41 0.71

Oracle speaker 0.6 25.33 54.82 0.65 23.27 37.00 0.72
count 0.4 23.75 5391 0.65 21.51 35.14 0.74

0.2 21.87 52.37 0.65 19.31 33.18 0.77

Oracle speaker change 20.62 51.05 0.65 16.73 30.95 0.80

TABLE 3 Speaker diarization results were obtained by the UIS-RNN-based methods on AMI Headset mix and DIHARD
IIT datasets. The original UIS-RNN model implementation is provided by the Google Al Blog but trained by ourselves on the

considered datasets.

AMI Headset mix DIHARD III
UIS-RNN-based methods | Window size (seconds) | DER% | JER% | B3-F1 | DER% | JER% | B3-Fl
Original model 1 30.87 59.06 0.61 27.88 46.55 0.59
One speaker 1 2852 | 6491 | 059 | 2791 | 4657 | 0.59
assignment
1 30.96 58.69 0.56 28.08 45.03 0.58
Oracle 0.8 30.7 58.09 0.57 27.57 44.89 0.58
overlap 0.6 28.7 57.33 0.58 26.93 44.48 0.58
detection 0.4 27.64 56.92 0.6 26.14 44.19 0.59
0.2 26.18 55.74 0.63 25.1 43.67 0.60
Oracle speaker change 24.7 54.8 0.64 23.64 43.08 0.61
1 28.41 55.44 0.65 28.32 41.85 0.58
Oracle 0.8 27.32 53.48 0.67 27.14 41.30 0.58
speaker 0.6 24.27 51.78 0.67 25.94 40.09 0.59
count 04 22.6 50.36 0.67 24.21 48.35 0.61
0.2 21.03 49.12 0.67 21.97 46.64 0.63
Oracle speaker change 18.74 46.32 0.7 19.28 0.70 0.67

Original model: This is the baseline speaker diarization model, in which speaker embeddings and clustering are executed
for every 1-second segment of the input audio file. With Pyannote model, all processing blocks use the pre-trained model
published by the authors. With UIS-RNN model, we use pre-trained VAD model provided by the authors, while speaker
embedding extraction and clustering models are trained by ourselves as described in Section[4.3]

One speaker assignment: In this setting, all processing blocks are the same as the original model, except the clustering
algorithm assigns only one speaker who has the highest probability for each 1-second segment.

Oracle overlap detection: All processing blocks in this setting are the same as the original model, except that the oracle
overlap detection is used instead of the trained DNN model. Assuming the overlap detection for each analyzing audio window
is perfect (i.e., known from the ground-truth), in order to evaluate the upper-bound diarization performance with the use of
overlap detection block with different analyzing window sizes, we vary the window size as 0.2 seconds, 0.4 seconds, 0.6
seconds, 0.8 seconds, and 1 second to investigate its effect on diarization performance. In windows that have more than two
active speakers, we assign the two ones with the longest active duration. The best diarization performance is obtained when
using oracle speaker change and the speaker activity (i.e., active or inactive) boundary is perfectly determined.
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e Oracle speaker count: This case allows us to investigate the potential benefit of the proposed speaker counter when it is
integrated into existing base systems. As the same oracle overlap detection setup, the speaker count window is varied as 0.2
seconds, 0.4 seconds, 0.6 seconds, 0.8 seconds, and 1 second to analyze its impact and get the best performance obtained
using Oracle speaker change. The number of active speakers in each window, possibly more than two, is perfectly specified
given the ground-truth.

Speaker diarization results obtained by the Pyannote baseline and the UIS-RNN baseline with four different setups on AMI
Headset mix and DIHARD III datasets are shown in Table[2]and Table [3] respectively.

We first compare the results of the four system setups. It can be seen that the simple one speaker assignment setting offers
better results in terms of DER, the most important evaluation metric, than the original model for both the two baselines on
the AMI Headset mix dataset, which contains about 19% of multiple speaker cases. This shows that clustering is still very
challenging for overlapping speeches, and discloses the necessity of speaker count building block. Besides, we can see the
average diarization result is better on both the AMI Headset mix and DIHARD III datasets when overlap detection is used,
especially with small window sizes. This is not surprising, cause of overlap detection block helps the model can correctly assign
two speakers in the overlap segments. Finally, as expected, the proposed approach integrating speaker counter gets the best
speaker diarization performance in terms of DER and F-1 score on both two baselines model and two experimental datasets.
This confirms the role of the integrated speaker counter in handling overlapped speeches in the diarization systems.

Considering the effect of analysis window size on diarization performance, it is first noted that when the analyzing window
size is 1 second, the general diarization results in both the oracle overlap detection and the oracle speaker count settings are not
better than those obtained by the original models or the one speaker assignment case. The cause is in many analyzing windows,
the reality overlapping speech duration is less than 1 second. Therefore, assigning two speakers in the overlap detection case, and
multiple speakers in the speaker counter case for all such 1-second long windows is less accurate. As a results observed in Table
[2)and Table 3] the smaller window size gets the better diarization performance, because it allows the speaker assignment to be
closer to the ground-truth. The best performance is obtained by the proposed speaker count integrated approach with the oracle
speaker change decision. Specifically, DER is as low as 20.62% for the Pyannote on the AMI Headset mix dataset, 16.73%
for the Pyannote on the DIHARD III dataset, 18.74% for the UIS-RNN on the AMI Headset mix dataset, and 19.28% for the
UIS-RNN on the DIHARD III dataset.

5 | CONCLUSION

This paper focus on addressing the problem of efficiently handling overlapping speech in speaker diarization systems. We first
introduce a new building block to independently count the number of active speakers in each audio segment aiming to better
label speakers. We then provide a theoretical analysis to demonstrate the upper gain of the proposed approach obtained with a
speaker counter. Finally, we perform experiments on two widely used datasets, where the proposed speaker counter is integrated
into two strong diarization baselines. The experimental results of different model settings have confirmed the potential benefit of
the proposed speaker count integrated approach in real-world datasets. Future work could be devoted to developing and training a
real DNN-based speaker count model, e.g., motivated from the CRNN approach®®, for a practical speaker diarization application.
Further interesting research direction could be to jointly optimize the proposed speaker count block with other processing blocks
via an end-to-end DNN-based diarization system. This can be motivated by the recent work on speaker diarization with region
proposal network %,
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