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Abstract

{The use of state estimation techniques offers a means of inferring rotor effective wind speed from standard measurements of

wind turbines. Typical wind speed estimators rely upon a pre-computed quasi-steady aerodynamic mapping, which describes

the relationship between pitch angle and tip-speed ratio and the power coefficient. In practice, the static mapping does not

capture the influence of turbine structural dynamics and atmospheric turbulence, inevitably resulting in poor performance of

the wind speed estimation. In addition, the turbine aerodynamic properties might not be easily accessible. Thus, this paper

presents a rotor effective wind speed estimation method that obviates the requirement for prior knowledge of turbine power

coefficients. Specifically, the proposed method exploits a simple actuator disc model, where the aerodynamic power and thrust

coefficients can be characterised in terms of axial induction factors. Based on this insight and standard turbine measurements,

real-time estimation of rotor effective wind speed and axial induction factors can then be achieved using a simplified turbine

drive-train model and an extended Kalman filter. In addition, the actuator disc model can be updated easily over time by

calibrating solely two correction factors. Thus, the proposed algorithm presents an alternative for estimating the rotor effective

wind speed, which is valuable for numerous applications, for example, LiDAR-assisted control and coherence studies.
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Summary

The use of state estimation techniques offers a means of inferring rotor effective wind

speed from standard measurements of wind turbines. Typical wind speed estimators rely

upon a pre-computed quasi-steady aerodynamic mapping, which describes the relationship

between pitch angle and tip-speed ratio and the power coefficient. In practice, the static

mapping does not capture the influence of turbine structural dynamics and atmospheric

turbulence, inevitably resulting in poor performance of the wind speed estimation. In addi-

tion, the turbine aerodynamic properties might not be easily accessible. Thus, this paper

presents a rotor effective wind speed estimation method that obviates the requirement for

prior knowledge of turbine power coefficients. Specifically, the proposed method exploits a

simple actuator disc model, where the aerodynamic power and thrust coefficients can be

characterised in terms of axial induction factors. Based on this insight and standard tur-

bine measurements, real-time estimation of rotor effective wind speed and axial induction

factors can then be achieved using a simplified turbine drive-train model and an extended

Kalman filter. In addition, the actuator disc model can be updated easily over time by cali-

brating solely two correction factors. Thus, the proposed algorithm presents an alternative

for estimating the rotor effective wind speed, which is valuable for numerous applications,

for example, LiDAR-assisted control and coherence studies.
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1 INTRODUCTION

The knowledge of wind speed is particularly valuable for large modern wind turbines and is crucially important for many control applications, for
example, LiDAR-assisted control and correlation studies 1,2,3,4, disturbance accommodating control 5,6 and calculation of power reserve in down-
regulation 7,8. Typically, a wind speed measurement is available from the anemometer located at the top of the nacelle. The uncertainties in these
measurements arise from a number of sources, for example, the rotor and nacelle induced flow disturbances, tower shadow and wind shear
variations. In addition, the wind field across a large rotor can not solely be described by a single point measurement. Thus, the concept of rotor
effective wind speed emerged, where a fictitious wind speed is defined as a weighted sum or spatial average of the wind speeds across the rotor
plane 9,10. Notice that rotor effective wind speed in this context is sometimes known as free mean wind speed or ambient rotor plane spatially-
averagedwind speed 11. One possibility is that the rotor plane spatially-averagedwind speed could be directlymeasured by LiDARs and time-shifted
accordingly 2. However, LiDARs are still relatively expensive rendering their use confined to research investigations, which in turn motivated the
development of state observer and estimation techniques to infer the rotor effective wind speed from standard turbine measurements.
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The problem of rotor effective wind speed estimation has been widely studied over the past two decades. The simplest approach is the power
balance method, where the wind speed is inferred based on its static relationship with the electrical power (e.g. Bhowmik and Spee (1998) 12). The
drawback of this approach is that the system dynamics and losses in the drive-train were not considered 10. A study by Østergaard et al (2007) 10

showed that using a dynamic model can significantly improve the estimation performance. First, the approach was to estimate the aerodynamic
torque based on three elements: a simplified drive-train model, a linear unknown input observer and standard turbine measurements. The wind
speedwas subsequently computed using the estimated aerodynamic torque via the Newton-Raphsonmethod. This method is popular and adopted
in many works (e.g. Ma et al. (1995) 13, Østergaard et al (2007) 10, Moustakis et al. (2019) 14). Moreover, some studies obviated the iterative gradient
descentmethods by augmenting thewind speed as an additional system state and usingmore advanced estimation techniques such as the extended
Kalman filter by Knudsen et al. (2011) 15, multiple model Kalman filter used by Lio et al. (2020) 16, and immersion and invariance used by Ortega
et al. (2011) and Ortega et al. (2013) 17,18, which is recently revisited by Liu et al. (2022) 19. Besides exploring advanced estimation methods, some
studies considered additional dynamics into the estimator models such as tower structures (e.g. Knudsen et al. (2011) 15), dynamic inflow (e.g.
Henriksen et al. (2012) and Knudsen et al. (2013) 11,20) and wind shears (e.g. Simley et al. (2016) 21). Detailed surveys and comparisons of rotor
effective wind speed estimation can be found in Soltani et al. (2013) 22.

One of the applications of rotor effective wind speed is for assessing the quality of LiDAR measurements. The quality of LiDAR measurements
is typically quantified in terms of correlation or coherence between the LiDAR measurement and wind speeds measured at hub height or from a
met mast. The rotor effective wind speed resulting from the estimator can be a good alternative for evaluating the LiDAR performance. In addition,
LiDAR measurement coherence is crucial for LiDAR-assisted control 23. To reconstruct the actual wind speed seen by the turbine, an adaptive filter
is often designed to filter the preview LiDAR signal based on the coherence 24,25.

Typical wind speed estimation methods rely on the quasi-steady aerodynamic characteristics of the turbine rotor, specifically the power coef-
ficient. The aerodynamic characteristic is often pre-computed assuming an uniform wind inflow field in a steady state. In reality, this aerodynamic
coefficient varies significantly upon the turbine operating and atmospheric conditions. For example, the flexibility of the rotor blade and/or the
blade airfoil properties change over time due to erosion. Besides the technical perspective, turbine aerodynamic characteristics might be confi-
dential and therefore not easily accessible by third parties rather than the turbine manufacturers. For example, LiDAR manufacturers or controller
retrofit companies might not have direct access to the turbine blade properties, but they can obtain the turbine SCADA (supervisory control and
data acquisition) measurements. Thus, estimating the rotor effective wind speed using the power balance method or based on an aerodynamic
mapping, namely the power coefficient, is infeasible.

Instead of using the pre-computed tabulated coefficients, a study by Ødgaard et al. (2008) 26 demonstrated the possibility of real-time estimation
of the power coefficient and wind speed. In this study, the dynamics of power coefficient and wind speed were decoupled based on their time
scale. The power coefficient wasmodelled as a slowly varying state, whereas the wind speedwas considered to fluctuate relatively faster. However,
the fact is that the instantaneous power coefficient might change as fast as the wind speed, especially in the above-rated wind conditions, which
makes separating the power coefficient and the wind speed difficult for the estimator. A recent study by Lio et al. (2021) 27 proposed a data-driven
and learning-based approach to an estimator design. The power coefficient was reconstructed using Gaussian process regression based on a small
set of time-averaged turbine measurements. Subsequently, the rotor effective wind speed was inferred using an extended Kalman filter and the
reconstructed aerodynamic mapping.

This work proposes a rotor effective wind speed estimation method that obviates the prior knowledge of turbine aerodynamic characteristics. In
particular, the proposed scheme exploits a simple actuator disc model, where the aerodynamic power and thrust coefficients can be characterised
in terms of the axial induction factor. Subsequently, the proposed method is developed based on an extended Kalman filter. The rotor effective
wind speed and the axial induction factor can then be inferred from the proposed algorithm using standard turbine measurements such as rotor
speed, generator torque and tower-bottom fore-aft moment. Moreover, the actuator disc model can be easily updated over time by calibrating
solely two correction factors, which is significantly simpler than reconstructing a power coefficient mapping using the machine learning method as
in 27. The proposed method is then validated using full-scale measurements from a Vestas V52 turbine at the DTU Risø campus. From an industrial
perspective, the proposed estimator enables LiDAR coherence studies and optimisation without prior knowledge of the turbine aerodynamic
properties. In addition, real-time power and thrust coefficient, derived from the estimated induction factors, can be used for some wind farm
control strategies such as the minimum thrust coefficient down-regulation control 28,29 or closed-loop dynamic induction control 30.

The remainder of the paper is structured as follows. In Section 2, background information regarding the applied actuator disc model is presented.
Section 3 presents a control-oriented model that contains the dynamics of drive-train, tower and inflow. In addition, the link between aerodynamic
power and thrust coefficient is discussed. Section 4 presents the design of the proposed rotor effective wind speed estimator based on extended
Kalman filtering and tuning of the estimator is subsequently discussed. In Section 5, discussions of the experimental set-up are presented, and in
Section 6 the proposed method is validated using full-scale turbine measurements. Finally, section 7 outlines conclusions and future works.
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FIGURE 1 One dimensional actuator disc momentum theory.

2 ACTUATOR DISC MODEL

The actuator disc model (ADM) is a well-known theory in the wind energy community 31 and is developed based on the momentum theory. The
model considers the turbine rotor as a permeable disc that extracts kinetic energy from the incompressible wind flow, as shown in Figure 1. The
wind speed upstream U∞ is larger than the wind speed downstream U−∞, since the actuator disc is extracting kinetic energy from the wind. In
addition, the cross-sectional area of the upstream stream-tube A∞ must be smaller than the disc area A and the down-stream cross-sectional
area A−∞, due to the conversation of the mass flow rate ṁ := dm

dt
, defined as follows:

ṁ = ρA∞U∞ = ρAUd = ρA−∞U−∞, (1)

where ρ denotes the air density, and Ud is the wind speed at the disc. Based on the balance of momentum upstream and downstream, a thrust
force Ft and kinetic power (energy flux) P are developed at the uniformly loaded actuator disc, defined as follows:

Ft = ṁ(U∞ − U−∞), P =
1

2
ṁ(U2

∞ − U2
−∞) (2)

It is convenient to express the thrust and power in terms of the undisturbed uniform upstream wind speed U∞. The wind speed at the disc Ud

is induced by the thrust acting upon the upstream free wind field and can be written as follows:

Ud = U∞(1− a), (3)

where a is the axial induction factor. Rearranging (2) yields the relation expressed in (4):

P =
1

2
(U∞ + U−∞)Ft = UdFt. (4)

Next, by substituting (3) into (4), the downstream wind speed can be written as follows:

U−∞ = U∞(1− 2a) (5)

Therefore, the force acting on the flow Ft and the power extracted from the wind by the actuator disc P are derived by substituting the mass flow
rate (1), wind speed at disc (3) and downstream wind speed (5) into (2) and (4):

Ft =
1

2
ρAU2

∞4a(1− a), P =
1

2
ρAU3

∞4a(1− a)2. (6)

Finally, the thrust and power coefficients, in terms of axial induction factor a, are defined as follows:

Ct = 4a(1− a), Cp = 4a(1− a)2, (7)

where these non-dimensional coefficients are the ratio of the thrust and power in (6) over the thrust and power available in the air in absence of
the actuator disc.

3 CONTROL-ORIENTED MODELLING

This section presents the turbine structural and simplified aerodynamic models used in the estimator design.
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3.1 Turbine structural modelling

Typically, model-based state estimation requires a simplified and low-order model of the nonlinear system. The simplified model needs to capture
the key dynamics of the turbine. A nonlinear turbine structural model, which includes the dynamics of the rotor drive-train (8) and tower (9), is
presented.

First, the equation of motion of the drive-train is defined as follows:

JΩ̇(t) = Qa(t)−Qe(t)/neff , (8a)

where Ω ∈ R is the rotor speed, the moment of inertia of the drive-train including the rotor is denoted as J ∈ R whilst Qa and Qe are the
aerodynamic torque and generator torque at the low-speed side, respectively. Notice, that a direct drive-train with a gearbox ratio of 1 is assumed
for brevity. The generator efficiency is denoted as neff ∈ R. The aerodynamic torque in (8) is modelled as follows:

Qa =
1

2
ρπR2

rCpU
3
∞Ω−1, (8b)

where Rr, ρ ∈ R are respectively the rotor radius and air density, whilst U∞ is the ambient wind speed.
Next, the tower-bottom fore-aft momentMfa is modelled as follows:

Mfa = Ht
1

2
ρπR2

rCtU
2
∞, (9)

whereHt ∈ R denotes the turbine hub height.
In this study, the measurements for the estimator are (i) rotor speed, Ω, and (ii) tower-bottom fore-aft bending moment,Mfa.

3.2 A link between aerodynamic power and thrust coefficient

The quasi-static power and thrust coefficientsCp, Ct are typically pre-calculated and tabulated in a two-dimensional table, respectively. However,
this work exploits the simple actuator disc model to characterise these aerodynamic coefficients.

In the actuator disc model, the power and thrust coefficients in (7) are derived based on 1-dimensional (1D) momentum theory, and there are
modelling errors compared to the realistic values of these coefficients due to many reasons. For example, the 3D aerodynamic effects, blade tip
and root losses, errors due to deformation of the turbine tower and blades or wake rotation etc. Thus, additional multipliers are employed to
compensate for the modelling errors, and the thrust and power coefficient are then defined as follows:

Ct = 4a(1− a)δt, Cp = 4a(1− a)2δp, (10)

where δt, δp ∈ R denote the correction factors in the thrust and power coefficients, respectively. The derivations of these correction factors will
be discussed in Section 5.3.

3.3 Dynamics of axial induction factor and wind speed

The axial induction factor a and ambient wind speed U∞ are unknown variables, which are considered as system states in the estimator. Their
dynamics are modelled as random walk processes and driven by white noise, defined as follows:

ak+1 = ak + na, na ∼ N
(
0, σ2

a

)
, (11a)

U∞,k+1 = U∞,k + nU , nU ∼ N
(
0, σ2

U

)
, (11b)

where the subscript k ∈ Z∗ denotes the sample time, and na, nU ∈ R are the white Gaussian noises with zero mean and standard deviation
σa, σU ∈ R, respectively. Randomwalk processes are particularly suitable for estimation of unknown time-varying bias on the system state (e.g. 32).
The dynamics of axial induction factor and wind speed are inter-dependent on the size of the corresponding variances σa and σU . Selection of
these values is discussed in Section 5.4.

4 ESTIMATOR DESIGN

4.1 Estimator model

Figure 2 illustrates the design of the rotor effective wind speed estimator, which is developed based on a well-known Kalman filtering approach 33.
The estimator employs the dynamics of the drive-train (8), the tower fore-aft moment (9), the wind inflow and axial induction factors (11). The
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FIGURE 2 Design of the rotor effective wind speed estimator.

discrete-time representation of these nonlinear dynamics is described as follows:

xk+1 = f(xk, uk) + wn,k, (12a)

yk = h(xk) + vn,k, (12b)

where xk = [Ωk, ak, U∞,k]
T ∈ Rnx denotes the system state vector, whilst uk = Qe,k ∈ Rnu , yk = [Ωk,Mfa,k]

T ∈ Rny are the system input
and output vectors. The state transition and output functions are denoted as f : Rnx × Rnu → Rnx and h : Rnx → Rny , respectively. The
process and measurement noises, wn,k ∈ Rnx and vn,k ∈ Rny , are assumed to be zero-mean stochastic variables with Gaussian distribution and
are linearly added to the system. A detailed representation of (12) is as follows:

Ωk+1

ak+1

U∞,k+1


︸ ︷︷ ︸

xk+1

=


Ωk + 1

J
1
2
ρπR2

r 4ak(1− ak)
2δpU3

∞,kΩ
−1
k ∆t

ak

U∞,k


︸ ︷︷ ︸

f(xk,uk)

+


nΩ,k

na,k

nU,k


︸ ︷︷ ︸

wn,k

(13a)

[
Ωk

Mfa,k

]
︸ ︷︷ ︸

yk

=

[
Ωk

Ht
1
2
ρR2

r 4ak(1− ak)δpU
2
∞,k

]
︸ ︷︷ ︸

h(xk)

+

[
vΩ,k

vM,k

]
︸ ︷︷ ︸

vn,k

(13b)

where nΩ ∈ R depicts the modelling error of the drive-train dynamics, while vΩ, vM ∈ R are measurements of the rotor speed and tower-base
fore-aft bending moment, respectively. For numerical conditioning, the nonlinear model needs to be scaled properly, so that the measurement
of the tower-base moment is of the same order of magnitude as the rotor speed measurement and other variables such as wind speed and axial
induction factor.

4.2 Extended Kalman filter

A Kalman filter is a computationally efficient and recursive algorithm that provides the optimal state estimates x̂k ∈ Rnx of a linear system by
minimising themean squared state error, also known as the state error covariancematrixPk := E

(
(xk − x̂k)(xk − x̂k)

T
)
. The filter is optimal for a

stochastic dynamical system like (12) under a quadratic performance criterion and an assumption of white and Gaussian process and measurement
noises. Since the filter model in this work is a nonlinear model (12), an extended Kalman filter (EKF) is employed to estimate the system states.
The EKF is similar to the standard Kalman filter, except that it computes the estimates based on the nonlinear equations and determines the state
covariance matrix Pk by linearising the system around the current state estimate.

The recursive filter alternates in two phases - prediction and correction - which are performed at every time step. In the prediction phase, the
a priori system state (x−

k ), namely the state at current time k excluding the measurement at time k, is predicted based on the system model and
the state estimate from the previous time step. In the correction phase, the predicted states are corrected by the system measurement at time
k and the optimal Kalman filter gain, K , which minimises the error covariance. The corrected system state x+

k is known as a posteriori state. The
statistical data of the estimated error, namely the covariance matrix Pk , is also updated in both phases as P−

k and P+
k , respectively.
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A brief summary of the computational steps of the extended Kalman filter:

(1) Intialise the filter :

x̂+
0 = x0, P+

0 = Q, k = 0, (14a)

(2) Prediction :

x̂−
k = f(x̂+

k−1, uk), P−
k = FkP

+
k−1F

T
k +Q, (14b)

where Fk :=
∂f(x̂+

k−1)

∂x
, (14c)

(3) Correction :

ŷ = h(x̂−
k ), x̂+

k = x̂−
k + Lk(yk − ŷk), (14d)

P+
k = (I − LkHk)P

−
k , where Hk :=

∂h(x−
k )

∂x
, (14e)

(4) k = k + 1, Repeat step (2) and (3).

where Lk ∈ Rnx×ny is the filter gain, which is optimal when the performance criterion is to minimise the mean squared error
E
(
(xk − x̂+

k )(xk − x̂+
k )T

)
, and computed as follows 33:

Lk = P−
k HT

k (HkP
−
k HT

k +R)−1, (14f)

where Q ∈ Rnx×nx , R ∈ Rnu×nu are the covariance matrices of the process and measurement noises, respectively.

4.3 Estimator tuning and noise covariances

The tuning parameters of the proposed estimator are the process and measurement noise covariancesQ andR. Theoretically, if the process noise
wn and measurement noise vn are known, then the optimal covariances are Q = E[wn,kw

T
n,k], R = E[vn,kvTn,k]

T under the assumptions that
the noises are white and no mismatch between the model and real system 34. Nonetheless, these noise statistics are typically unavailable, and
therefore these covariances are often treated as tuning parameters for the estimator to achieve good performance. Typically, for reducing the
problem complexity, these covariances are chosen to be diagonal matrices, similar to 35. The covariance R is chosen based on the quality of the
measurement sensor, defined as follows:

R := diag (vΩ, vM ) , (15)

where vΩ, vM are the noise covariances of rotor speed and tower-bottom fore-aft moment measurements. Typically, these noise covariances are
approximately 1-2% of the variance of the measurements 15. The covariance Q describes the confidence of accuracy in the system modelling,
defined as follows:

Q := diag
(
wΩ, σ

2
a, σ

2
U

)
, (16)

wherewΩ is the degrees of model uncertainty in the drive-train, whilst σa and σU are the variances of the zero-mean white Gaussian noises in (11).
Notice, that the effects of each tuning parameter are relative to others. The typical operating range of the axial induction factor is between 0 and
0.5 31. Therefore, the parameter σa is chosen relatively smaller than σU , which equivalently makes the dynamics of the induction factor slower
than that of the ambient wind speed. Filter tuning with full-scale data is discussed in Section 5.4.

5 FULL-SCALE TURBINE EXPERIMENTAL SET-UP

5.1 Full-scale turbine and LiDAR description

In the full-scale validation, the experimental turbine is the Vestas V52 at the DTU Risø campus. The turbine has a rotor diameter of 52 m, a hub
height of 44 m and a rated power of 850 kW. The turbine was equipped with strain gauges on the tower, blade and shaft. Turbine measurements
are collected at 4 Hz. Additional relevant turbine measurements are the rotor speed, generator torque at the low-speed side, generator power,
tower-bottom fore-aft moment and hub-height wind speed.

The measurement campaign lasted approximately one year from June 2022 to July 2021. Figure 3 shows the V52 at the Risø campus with
the spinner LiDAR at the top of the nacelle. The DTU spinner LiDAR is a continuous-wave Doppler Lidar that is mounted on the nacelle of the
turbine. It was used to scan the upcoming wind inflow field at a rose pattern in front of the rotor 36. The LiDAR probes a volume of air, providing
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FIGURE 3 The V52 at the DTU Risø campus with SpinnerLiDAR installed on the nacelle. Photo by Erik Vogeley, DTU.
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FIGURE 4 Time series (Top) and cross-correlation coefficient (bottom) between the hub-height anemometer and LiDARmeasurements. The advec-
tion time is computed from the cross correlation where the correlation coefficient is at its maximum. Left: High correlation coefficient. Right: Low
correlation coefficient.

a weighted volume average of the wind speed at the focal plane. The scanning rose pattern is completed every 2 seconds. Thus, the wind speed
measurement is available at 0.5 Hz. Since the scans are recorded at low frequency, the LiDAR signal has much smaller fluctuations compared to
the measurements obtained from the hub-height anemometer, which namely is a measurement at a single point and operating in the turbine wake.
Therefore, the wind speed measured by the spinner LiDAR is more suitable to serve as the true rotor effective wind speed in this study.

5.2 Advection time

The proposed estimator can infer the rotor effective wind speed at the rotor plane. To compare the estimated signal with the LiDAR measurement
(ground truth), an advection time or time delay needs to be considered for the LiDAR signal. In typical LiDAR-assisted control (e.g. 25), the advec-
tion time Td is computed based on Taylor’s frozen turbulence hypothesis, which assumes the turbulent wind structures move as frozen entities
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FIGURE 5 Comparison of advection times derived from Talyor’s frozen turbulence assumption and correlation method, respectively.

transported by a characteristic mean wind speed:

Td =
D

Ū
(17)

whereD denotes the distance between LiDAR measurement and the rotor plane, and Ū is the characteristic mean wind speed.
Alternatively, if the hub-height anemometer and LiDAR measurements are known, the advection time can be computed by finding the time

lag that provides the maximum cross-correlation between these two signals 37,38. The correlation coefficient of these two time series can also be
calculated. Figure 4 shows examples of time series of the hub-height anemometer and spinner LiDAR. The variability in the huh-heightmeasurement
is expected to be much higher than the LiDAR signal, because the hub-height anemometer is subject to flow distortions from the nacelle as well
as increased turbulence in the turbine wake. Moreover, it is considered a one point measurement, while LiDARs take a spatial average of the wind
speed along the laser beam. The cross-correlations between the hub-height anemometer and LiDAR measurements are shown at the bottom of
Figure 4. The left plot demonstrates a good alignment between the advection times calculated by the frozen turbulence method (red dashed line)
and the correlation method (blue dashed line), which is confirmed by a high correlation coefficient of approximately 0.7. In contrast, a poor match
of the advection time is shown in the right plot with a correlation coefficient of roughly 0.23.

From the full-scale experiment, the collected LiDAR signals and hub-height (SCADA) measurements are checked and the advection time is
computed based on the correlation method. Somemeasurements that were of poor quality and provided insensible advection times were removed.
Figure 5 shows the advection time estimated using the correlation method against the inverse of the mean wind speed of the LiDAR signal. The
correlation coefficients are shown in colour. The advection time derived from the frozen turbulence hypothesis is shown in a red dashed line. A linear
fit is computed based on the data (magenta line) and in addition, a weighted linear fit is also calculated based on the correlation coefficient (green
line). A good agreement was found between the advection time by the frozen turbulence assumption and by the correlation method, respectively.
Thus, for the purpose of the full-scale validation of the proposed wind speed estimator, the spinner LiDAR measurements would be time-shifted
based on Taylor’s frozen turbulence hypothesis. This set of good quality measurement data will be used for the full-scale validation in Section 6,
representing the ground truth of the rotor effective wind speed.

5.3 Discussions on model calibration

By observing (10), the correction factors, δt, δp, that influence the estimation of the induction factor, a and ambient wind speed, U∞, can be
evaluated. In absence of themodel correction factors, thewind speed and induction factor estimateswould be biased due to the simplistic character
of the applied actuator model. Typically, a calibration problem also exists for the pre-computed power coefficient tables. However, calibration of
the introduced two correction factors is much easier and less computationally demanding than updating the whole two- or three-dimensional table.

The correction factors can be calibrated by a collection of 10-minute time-averaged power and thrust coefficients, which can be computed
using the turbine measurements. The 10-minute average power and thrust coefficients can be computed from available measurements as follows:
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FIGURE 6 Power and thrust coefficients were computed based on full-scale turbine measurements of the Vestas V52 turbine. A comparison is
made against the analytical model (10).

C̄p =
P̄g/neff
1
2
ρAŪ3

hub

, C̄t =
M̄fa/Ht

1
2
ρAŪ2

hub

, (18)

where (̄.) denotes 10-minute time-average, Uhub denotes hub-height wind speed measurement and Pg is the generator power.
Figure 6 illustrates the power and thrust coefficients calculated using (18) based on themeasurement of the full-scale V52 turbine. The analytical

expressions of Cp and Ct (10) are also shown in Figure 6, with the axial induction factor being less than a ≤ 0.5 for usual operating condition of
wind turbines 31. By choosing the correction factor δt, δp appropriately, the Cp and Ct from the analytical expressions (10) can match with the
power and thrust coefficients from the measurements. In this particular case, these values are δt = 0.90 and δp = 1 for the full-scale V52 turbine.

5.4 Discussions on Kalman filter tuning and consistency

The Kalman filter is appropriately tuned or statistically consistent if the estimation errors between the system states (xk − x̂k) and the errors
between the measurements (ek := yk − h(x̂k)) are (i) Gaussian and (ii) white 39. In other words, the statistics of the state and measurement errors
should be consistent with the chosen covariances Q and R. Since the truth system state xk is often hard to obtain, filter tuning is typically done
by examining the measurement errors ek , which is also known as the innovation. By definition of a well-tuned filter, the innovation sequence ek

should have a zero mean and approximately 99.7% of the innovations should be bound within ±3σj , where σj := Hj,kP
−HT

j,k +Rj,j and Hj,k

is the jth row ofHk and Rj,j is the jth diagonal element of R.
To tune the Kalman filter, this study used 1-day samples or 3,456,000 samples. The samples cover both below-rated and above-rated wind

conditions as shown in Figure 7. Based on the samples, the proposed estimator is tuned to make the innovation sequences satisfy the Gaussian
assumption. To simplify the tuning process, two innovation sequences in this study can be normalised into one quantity. That is the normalised
innovation squared, denoted as νk := eTk S−1

k ek . The normalised innovation squared is expected to be chi-squared distributed with ny degrees of
freedom (νk ∼ χ2

ny
)a. In other words, the normalised innovation squared νk must lie within the confidence interval νk ∈ [F−1

χ ( 1
2
α, ny), F

−1
χ (1−

1
2
α, ny)], where F−1 is the inverse cumulative distribution function of the chi-squared distribution (in Matlab, chi2inv). In this case, the number

of measurements is ny = 2, thus the upper and lower bound are [F−1
χ (0.025, 2), F−1

χ (0.975, 2)] = [0.05, 7.38] with α = 0.05 (two-sided 95%
confidence interval).

Figure 8 shows most of the normalised innovation squared lies within the confidence intervals, and the right plot shows the cumulative distribu-
tion of the normalised innovation squared ν. Thus, the hypothesis is acceptable and the innovation sequences ek are unbiased Gaussian distributed,
as shown in Figure 9. Notice that in Figure 9 during day time (10:00h-17:00h) the wind speed was above-rated, and the innovations were relatively
larger. This might suggest that an adaptive tuning approach could be beneficial where the parameters Q and R could be adjusted depending on
the wind speed, for example, 15.

Besides assessing the Gaussian property of the innovations, their whiteness needs to be tested. To examine if the innovation ek is white, its
sequence should be uncorrelated. Figure 10 shows the normalised autocorrelations of the innovation sequences. For rotor speed estimation error,

aFor a well-tuned filter, the innovation sequence of each measurement is expected to be Gaussian distributed ej ∼ N (0, σ2
j ), that can be normalised as

a sequence with a standard Gaussian distribution with unit variance ej/σj ∼ N (0, 1). The normalised innovation squared vk = eTk S−1
k ek is the sum of the

square of j Gaussian distributed random variables with unit variance, thus, the normalised innovation squared is expected to be chi-squared distributed by
definition v ∼ χ2

j .
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FIGURE 9 Innovations and their standard deviations σk =
√
Sk .

therewas no clear sign of correlation. In contrast, the autocorrelation sequence of the tower-basemoment error (acf(e2)) shows some correlations,
which indicates some dynamics were not properly captured in our filter model. The harmonics appear at themultiple of 6 lags, which corresponds to
the turbine tower natural frequency of 0.66 Hz. This correlation could be mitigated by modelling the tower as a second-order dynamics rather than
a rigid body as in Equation (9). However, the trade-off is that the model complexity and tuning variables would increase, and additional knowledge
of turbine structure would be required.

6 FULL-SCALE VALIDATION

6.1 Estimation performance in below-rated, around rated and above-rated wind conditions

This section demonstrates the efficiency of the proposed method on three 10-minute samples covering different wind conditions. Figure 11
demonstrates the time series of (i) the true rotor effective wind speed measured by the spinner LiDAR; (ii) the estimated wind speed using the
proposed EKF based on an actuator disc model and (iii) the estimated wind speed by a standard EKF based on a power coefficient table generated
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FIGURE 11 Time series of the wind speeds (i) measured by the spinner LiDAR, (ii) inferred by the proposed estimator using the actuator disc
model and (iii) inferred by a traditional estimator using a pre-defined aerodynamic coefficient table (baseline). Three operating conditions were
investigated: below-rated (top), around rated (middle) and above-rated (bottom) wind speed regions.

TABLE 1 Performance of wind speed estimator based on pre-defined table and actuator disc model.

Below-rated (Ū = 7.08 m/s) Around rated (Ū = 12.30 m/s) Above-rated (Ū = 13.25 m/s)
Baseline Estimator based on ADM Baseline Estimator based on ADM Baseline Estimator based on ADM

mean error [m/s] -0.16 -0.24 -0.57 -0.24 -0.76 -0.47
std error [m/s] 0.24 0.22 0.20 0.16 0.29 0.26
RMSE [m/s] 0.29 0.33 0.60 0.29 0.81 0.54

by aero-elastic code HAWCStab2 40, which is the baseline in this study. Three operating conditions were investigated, namely below-rated (7.08
m/s), around rated (12.30 m/s) and above-rated (13.25 m/s) wind speed regions. The proposed method without using any knowledge of the rotor
aerodynamic properties managed to achieve similar estimation performance in all cases compared to the baseline. Particularly, in the around and
above-rated wind regions, the proposed estimator outperformed the traditional estimator with prior knowledge of the turbine power coefficient.

Figure 12 shows comparisons of relative errors of the wind estimates in three different wind conditions. The plots showed that the proposed
estimator based on the ADMwas able to achieve similar performance compared to the baseline method. In the around and above-rated conditions,
the proposed method clearly outperformed the baseline. There could be a few explanations. (i) In the proposed estimator, the actuator disc model
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FIGURE 12 Comparisons of relative errors of the wind speed estimated by EKFs based on the actuator disc model (ADM) and traditional pre-
defined aerodynamic table (baseline) in three different wind conditions. The dots shows samples of the 10-minute time series. The solid lines show
their histograms and the dash lines denote means of the relative errors.

was calibrated using real measurement data, resulting in a better and more accurate filter model for the EKF; (ii) In the baseline estimator, the pre-
defined aerodynamic table was derived from the aero-elastic tool, where the two-dimensional (2D) table was generated under steady wind speed.
In addition, a 2D table is not sufficient to contain the power coefficient (Cp) for turbines with flexible blades, as there might exist more than one
value of Cp for the same tip-speed ratio 27. For example, for the same tip-speed ratio, there could exist a range of wind speed and rotor speed.
Due to the blade deformation under different wind speeds, the Cp value would be different even though the tip-speed ratio is the same. Statistical
results of the samples are summarised in 1.

6.2 Robust performance to changes in atmospheric conditions

This section reveals how robust the proposed estimator is to the changes in atmospheric conditions, namely, the mean wind speed, the turbulence
intensity and the wind shear. The performance of the proposed estimator is demonstrated on the selected measurement data set from Section 5.2.
The baseline and proposed estimator were then applied to each time series to infer the wind speed estimates, and each time series consists of
700 seconds. Notice that the first 100-second estimate of each time series is discarded for initialisation reasons (i.e. system equilibrium is not yet
achieved). The estimates were then compared with the time-shifted spinner LiDAR measurements based on the frozen wake hypothesis, which in
turn yields the estimation errors.

Figure 13 shows the statistical mean and standard deviation of the estimation errors by both estimators. From each 10-minute time series, the
mean error and standard deviation were obtained. Subsequently, for visualisation purposes, these data were then divided into bins based on mean
wind speed, turbulence intensity and wind shear exponent. The left column of Figure 13 shows the mean estimation errors in different mean wind
speeds, turbulence intensities (TIs) and wind shear exponents, whereas the standard deviations of the estimation error were shown in the right
column.

The upper left plot of Figure 13 shows that most of the mean errors for both estimators were within ±1 m/s for all mean wind speeds. As
the mean wind speed increases, the performance difference between both estimators signifies, where the mean error of the baseline increases
gradually in the above-rated wind regime (e.g. at 15 m/s). In contrast, the proposed estimator managed to keep the mean error around zero. These
results confirm the earlier observations in the example cases in Section 6.1. The key reason was that the proposedmethod does not rely on any pre-
determined aerodynamic tables, which were often computed under simplifying assumptions (e.g. steady wind conditions) and furthermore have
difficulties capturing the effect of blade deformations in a two-dimensional form. The upper right of Figure 13 shows the standard deviation of the
error. It can be seen that most of the standard deviations were within 0.5 m/s and they were not changed significantly as the wind speed increased.

The middle row of Figure 13 shows the results of the mean and standard deviation of the errors against different inflow turbulence intensities.
In both plots, there is a clear trend that the means and standard deviations would increase as the TI increased. The performance of both estimators
was alike, where the mean errors of both estimators were within ±1 m/s. This is because the model of wind dynamics in both estimators were
identical and assumed to be a random walk process. These errors in terms of the means and standard deviations could be minimised, if an adaptive
model for the wind speed was included that takes into account the turbulence intensity. See 15.

The bottom left plot of Figure 13 demonstrates themean errors of both estimators generated under different wind shear conditions. Considering
the normal range of the wind exponents between 0.1 and 0.4, the mean errors of both estimators increase gradually as the wind shear exponents
grow. This is because, in both estimator models, the rotor imbalance caused by the wind shears was not considered (i.e. the applied actuator disc
model assumes a uniform inflow field). In the ADM method, it is assumed that the thrust force is uniformly loaded across the rotor disc, while in
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FIGURE 13 Statistical means (left) and standard deviations (right) of the estimation errors by the proposed estimator using ADM and the baseline
estimator in different atmospheric conditions. The atmospheric conditions are grouped by mean wind speeds (top), turbulence intensities (middle)
and wind shear exponents (bottom).

the baseline method, the power coefficient table is computed under a uniform wind flow. The bottom right plot of Figure 13 shows the standard
deviations of the estimation error. At lower wind shear exponents, both estimators likely performed better in terms of providing lower standard
deviations of the errors. The standard deviations of the errors spread wider or were more uncertain at some higher wind shear conditions, for
example, 0.3 and 0.4. This is most likely due to the fact that the effect of the wind shear was not taken into account in the actuator disc modelling.

6.3 Application: coherence study using the proposed wind speed estimator

The proposed method offers a means of estimating the rotor effective wind speed at the rotor plane without any prior knowledge of turbine blade
aerodynamics. One of the practical applications is the LiDAR coherence study, where LiDAR manufacturers or controller retrofit companies might
not have access to the blade properties.

The LiDAR coherence study was conducted based on the three 10-minute time series used in Section 6.1. A coherence study is typically
employed to compare the correlation between LiDARmeasurement and rotor effective wind speed. The study is crucial for LiDAR-assisted control,
as it determines what range of frequency of the measured wind speed should be used for control. In addition, the study also can demonstrate the
quality of the LiDAR signals. Figure 14 shows the magnitude-squared coherence between the spinner LiDAR and both estimated wind speeds.
Both results were similar, for example, the frequency at which the coherence drops below 0.5 was 0.055 Hz for both methods. Therefore, the
proposed method is a reliable wind speed estimation alternative for applications where the prior knowledge of turbine aerodynamics is unknown.
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FIGURE 14Magnitude-squared coherence between the spinner LiDARmeasurements the and estimated wind speeds by (i) the proposed estimator
using an actuator disc and (ii) a traditional estimator using a pre-defined aerodynamic coefficient table.

7 CONCLUSIONS AND FUTURE WORKS

This paper presented a wind speed estimator design based on a simple actuator disc model. The simple actuator disc model characterised the
power and thrust coefficients in terms of the axial induction factor. Based on this insight, the rotor effective wind speed and the axial induction
factor could be inferred using standard turbine measurements, which were rotor speed, generator torque and tower-bottom fore-aft moment. The
proposed design was validated on full-scale turbine measurement, demonstrating its reliable estimation performance, which was as good as the
traditional method, where, however, no prior knowledge of turbine aerodynamics was needed by the innovative proposed method.

Despite the fact that the proposed wind speed estimator demonstrated a promising result, some further studies can still be done for improving
the accuracy of the wind speed estimates. For example, the filter model for both methods (baseline and proposed) did not consider the changes
in air density. Over the experimental period, the air density might be slightly different. In addition, the filter model can be updated to capture the
changes in atmospheric conditions such as turbulence intensities or wind shear. For example, a study by 15 decoupled the mean wind speed and
the turbulent wind speed fluctuations in the wind flowmodel. Also, a wind shear model (e.g. 21) can be included in the wind speed estimator, which
could potentially obviate the effect of wind shear on the wind speed estimates. This remains a topic for future work.
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