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Abstract

The rise of deepfakes and AI-generated images has raised concerns regarding their potential misuse in society. However, this

commentary highlights the valuable opportunities these technologies offer for neuroscience research. Deepfakes provide acces-

sible, realistic, and customisable dynamic face stimuli, while generative adversarial networks (GANs) can generate and modify

diverse and high-quality static content. These advancements enhance the variability and ecological validity of research meth-

ods, and enable the creation of previously unattainable stimuli. When AI-generated images are informed by brain responses,

they provide unique insights into the structure and function of visual systems. The authors encourage experimental psycholo-

gists and cognitive neuroscientists to stay informed about these emerging tools and embrace their potential to advance visual

neuroscience.
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Embracing Deepfakes and AI-generated images in Neuroscience Research 

In 2017, a revolutionary type of video went viral: the 'deepfake.' This technology 

convincingly replicates a person's likeness, making it indistinguishable from a video 

recording. Deepfake algorithms rely on deep learning, a type of machine learning that uses 

artificial neural networks (ANNs), which are inspired by the human brain’s structure and 

function. Like the brain, an ANN is made up of layers of “neurons” with higher levels 

performing more complex tasks. Artificial neurons, much like their biological namesake, 

adjust their connection strength to neighbouring neurons, enabling the ANN to learn 

complex patterns from data inputs. Like an artist learning to paint a face, an ANN’s first 

attempts are rudimentary, and it “learns” to portray a realistic face by continuously 

comparing its work to original source photos. With enough practice, and enough training 

material, a person’s likeness can be made to do anything – or, with post-production lip-

syncing, say anything (Korshunova et al., 2016). As we will discuss in the following, the 

ability for ANNs to replicate real world imagery – including but not limited to faces – may be 

as exciting as it is concerning. We will argue that this technology presents novel 

opportunities for generating diverse stimuli, and advancing our understanding of visual 

systems.  

Unlike costly visual effects technology used in Hollywood films, deepfake technology 

is open-source and highly accessible. For the first time, convincing fake videos could be 

generated by individuals, at home, on their personal computers (Zucconi, 2018). The 

potential for societal harm became clear, as many individuals rushed to circulate their home-

made deepfake pornography (Cole, 2017). The likeness of celebrities, public figures, and 

members of the public were shared without consent, sometimes with life-ruining effects 

(Santana, 2022). Deepfakes went viral again in 2018, when media circulated a video that 

apparently showed former U.S. president Barack Obama saying that then President Donald 

Trump is a “total dipshit” (BuzzFeedVideo, 2018). The deepfake served as a public service 

announcement against the dangers of manipulated media, highlighting its potential to 

influence public opinion (Silverman, 2018). Indeed, research has shown that political 

deepfakes can increase negative views of a politician (Dobber et al., 2021), even when the 

viewer recognises the media is faked (Vaccari & Chadwick, 2020). To counteract these 

negative consequences, entire fields have been created that focus on automatic deepfake 

detection methods (Rana et al., 2022).  

But perhaps we got off to the wrong start. The term “deepfake” now carries negative 

connotations, potentially causing hesitancy or scepticism when discussing its legitimate 

research applications. Despite the valid concerns surrounding the misuse of deepfakes, there 
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is an emerging discussion of their constructive uses (Lin & Parvataneni, 2021; Mahmud & 

Sharmin, 2021). For example, deepfakes have been used to recreate celebrity’s humanitarian 

messages in multiple languages (Die, 2019), create interactive art and museum installations 

(Mihailova, 2021; Wynn et al., 2021), generate hyper-realistic videogame characters of actors 

or players (Vejay et al., 2022), and change the age of actors in films (Loock, 2021).  

Importantly, some researchers have recognised the potential in deepfakes to improve 

our understanding of social perception: Deepfakes offer accessible, realistic, and 

customisable dynamic face stimuli (Barabanschikov & Marinova, 2021; Dobs et al., 2018; 

Haut et al., 2021). For example, Vijay et al. (2021) used deepfake technology to manipulate 

the presence of eye-contact, smiling and nodding, thus isolating their impact on observers’ 

perceptions. Barabanschikov and Marinova (2021) created dynamic face illusions using 

deepfakes, including the Thatcher effect (an illusion where features like the mouth and eyes 

are inverted, making the face appear grotesque when upside down but normal when viewed 

right-side up) and dynamic chimeras (illusory stimuli created by combining different facial 

features or expressions from multiple individuals).  

Deepfakes have also been used to manipulate race (Haut et al., 2021) and physical 

attractiveness (Eberl et al., 2022) without disrupting the dynamic features of speaker or 

facial expression. It is also possible to transfer the dynamics of one person to another, which 

researchers have demonstrated by transforming an inexperienced grad student into a 

stunning ballerina performer (Chan et al., 2019). Using dynamic face stimuli is important, as 

research increasingly identifies that dynamic face perception is distinct from static 

(Krumhuber et al., 2023; Pitcher et al., 2011; Pitcher et al., 2014). Before deepfakes, 

manipulation of facial dynamism was only possible using dynamic 3D models. These clearly 

artificial faces are not ideal, as face realism (Mustafa et al., 2017; Urgen et al., 2018) and 

realistic facial motion (Skiba & Vuilleumier, 2020) has been shown to elicit distinct neural 

responses.  

Deepfake ANNs typically use autoencoders, designed to maintain temporal coherence 

in videos, and are trained on one identity at a time. Generative adversarial networks (GANs) 

employ two ANNs, with one dedicated to evaluating the quality of the other’s generated 

content. Although GANs have limitations in producing temporally consistent videos, their 

refined feedback loop allows them to generate diverse and high-quality static content. When 

trained on thousands of different identities, GANs can learn the essential elements of human 

facial features. This has led to viral social media posts and news articles showcasing high-

quality portraits of people who do not exist (e.g., Hill & White, 2020). In fact, GANs can be 

trained on any object category – numerous websites showcase “photographs” of people, 
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places, and even cats, that have never existed. In academia, some have highlighted the 

potential threat to research integrity – it may now be easier to modify or falsify scientific 

images (e.g., in cellular neuroscience) that can deceive the judgement of human experts (Gu 

et al., 2022). 

Others have demonstrated the utility of GANs; like dynamic deepfakes, they can be 

easily manipulated for a variety of experimental purposes. Yang et al. (2021) demonstrated 

how AI can create scenes with specific parameters, such as room layout, objects, and clutter. 

Zhang et al. (2019) demonstrated the ability to believably modify parts of an image, such as 

changing a person’s hair colour and style. Recent advancements in text-to-image technology 

like Midjourney (Midjourney Inc., 2022) and DALL-E 2 (Marcus et al., 2022) have made it 

easy for anyone to generate and modify photo-realistic images using simple sentences. This 

technology has not only been entertaining for users creating imaginative content, but may 

also be valuable for researchers, who can now effectively modulate model parameters for 

research purposes without extensive coding experience. 

The growing sophistication of AI may offer a solution to a problem impacting 

psychological and neuroscience research: overreliance on limited stimulus sets, which 

impacts generalisability and ecological validity (Dawel et al., 2022; Grootswagers & 

Robinson, 2021). Researchers can now easily create and modify diverse image databases 

tailored to their research needs. This prompts the question – is AI-generated content 

ecologically valid? Behavioural research confirms that it is difficult for humans to detect 

high-quality AI-generated images, suggesting they accurately portray real people, places, and 

things (e.g., Bray et al., 2022; Korshunov & Marcel, 2020; Lu et al., 2023; Shen et al., 2021). 

The ultimate test might be whether real and AI-generated faces elicit similar neural 

responses, given human expertise in face perception (Haxby et al., 2000). So far, research 

has shown that face-swap deepfakes elicit similar neural responses to real videos, unless we 

know one of the people being portrayed (Tauscher et al., 2021). Another study revealed that 

while neural responses were largely similar, consciously undetectable fake faces can still 

elicit slightly different neural responses compared to photos (Moshel et al., 2022). Even this 

minor difference may not last long, however – as the authors note, recent advancements in 

AI-generated images challenge human perception to a greater extent. 

The utility of GANs extends beyond their ability to mimic photographs of reality. 

Neural responses in the macaque visual cortex can be used to guide the evolution of GANs, 

allowing them to synthesise “super stimuli” that activate neurons beyond their typical 

maximal activation levels (Bashivan et al., 2019; Ponce et al., 2019). These images are being 

used to study the visual system, as they vary depending on the neurons that guide them. 
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Macaques find these images very interesting (Rose et al., 2021), as do humans, who have 

described them as "nightmare fuel" (Fan, 2019). In humans, similar GANs can be trained on 

images that are accompanied by neuroimaging data elicited by those images (e.g., EEG; 

Singh et al., 2023; fMRI Huang et al., 2021). This allows the ANN to learn which features of 

the neural data correspond with which features of a stimulus, until it can reconstruct key 

visual elements from neural data alone with surprising accuracy. This innovative work 

advances our understanding of cortical representations in natural vision, and promotes the 

development of advanced brain-computer interfaces (BCIs). Such enhancements could 

benefit people with disabilities by providing improved communication aids, intuitive 

prosthetic control, and advancements in visual prosthetics.  

Rapid advancements in technology often raise concerns about their impact on society 

and science. The introduction of photoshop provoked alarm over scientific fraud 

(Richardson et al., 1995) – an issue that is still being managed today (Bik, 2022). However, 

as researchers adapt to these new technologies, their potential benefits become more 

apparent; the ability for photoshopped images to be realistic has improved their utility in 

vision science, cognitive neuroscience, and psychological research. We believe the same is 

true for AI-generated content, which offer a wealth of easily generated visual stimuli, and 

hold great promise for advancing our understanding of visual perception and brain function. 

By embracing these advancements and addressing the challenges they pose, AI-generated 

stimuli may allow us to learn more about the human brain and visual system than was 

previously possible.  
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