
P
os
te
d
on

20
M
ar

20
23

—
T
h
e
co
p
y
ri
gh

t
h
ol
d
er

is
th
e
au

th
or
/f
u
n
d
er
.
A
ll
ri
gh

ts
re
se
rv
ed
.
N
o
re
u
se

w
it
h
ou

t
p
er
m
is
si
on

.
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
22
54
1/
au

.1
67
92
97
65
.5
99
73
62
2/
v
1
—

T
h
is

a
p
re
p
ri
n
t
a
n
d
h
as

n
ot

b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
a
ta

m
ay

b
e
p
re
li
m
in
a
ry
.

Some properties for the fifth-order Camassa-Holm type equation

Qingning Zhang1, Li Li1, Zaihong Jiang2, and Qing Lu1

1Ningbo University
2Zhejiang Normal University

March 20, 2023

Abstract

In this paper, we study several problems of the fifth-order Camassa-Holm type (FOCHT) equation. The local well-posedness

and blow-up scenario are established at first. Then we prove the global existence under some conditions and analyze the

large-time behavior of the support of momentum density. Finally, we discuss the persistence property in Sobolev space.

1



Received: Added at production Revised: Added at production Accepted: Added at production

DOI: xxx/xxxx

ARTICLE TYPE

Some properties for the fifth-order Camassa-Holm type equation

Qingning Zhang1 | Li Li*1 | Zaihong Jiang2 | Qing Lu1

1School of Mathematics and Statistics,
Ningbo University, Ningbo, China

2School of Mathematical Sciences, Zhejiang
Normal University, Jinhua, China

Correspondence
Li Li, School of Mathematics and Statistics,
Ningbo University, Ningbo 315211, China.
Email: lili2@nbu.edu.cn

Present Address
School of Mathematics and Statistics,
Ningbo University, Ningbo 315211, China.

Abstract
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1 INTRODUCTION

The well-known Camassa-Holm (CH) equation was introduced by Camassa and Holm1 to model the shallow water waves.
Later, the Degasperis-Procesi (DP) equation was discovered by Degasperis and Procesi2 when they were searching for integrable
systems in similar forms as the CH equation. These equations possess many common properties such as integrability and the
existence of Lax pair and explicit solutions, including the classical soliton, cuspon, and peakon solutions.

It is well-known that the CH equation is completely integrable and has many useful properties, such as conservation laws3,4.
About the physical relevance of the CH and DP equations, we suggest the reference book written by Constantin and Lannes5. For
the CH equation, the local well-posedness in 𝐻𝑠 space with 𝑠 > 3

2
was proved6,7 and the blow-up scenario was obtained6,7,8,9,10.

The global existence of solution was proved11,12,13, orbital stability of peakon solution was proved in Constanin et al14. The
persistence and unique continuity of the solution were obtained in15,16. The large-time behavior of the support of momentum
density was studied in the same paper. Meanwhile, for the DP equation, there are a large number of studies on the well-posedness,
global existence, and blow-up phenomena, see for example17,18,19,20,21,22,23.

Finding integrable models is an important task in the theory of integrable systems and solitons. There are several ways to
generalize the peakon models and obtain new integrable systems. One way to do that is by increasing the order of nonlinearity.
For example, the CH and DP equations are typical peakon models with quadratic nonlinearities and the Fokas-Olver-Rosenau-
Qiao (FORQ) equation24,25,26 with cubic nonlinearities. Another way is by introducing new potential functions to form the
so-called multi-component CH systems with quadratic or cubic nonlinearities27.

The standard CH models were generalized to fifth-order equations:{
𝑚𝑡 + 𝑢𝑚𝑥 + 𝑏𝑢𝑥𝑚 = 0, 𝑡 > 0, 𝑥 ∈ ℝ,
𝑚 = 4(1 − 𝜕2𝑥)(1 −

1
4
𝜕2𝑥)𝑢, 𝑡 > 0, 𝑥 ∈ ℝ,

by Holm and Hone28 . They obtained a conservation law: (𝑚
1
𝑏 )𝑡 = −(𝑚

1
𝑏 𝑢)𝑥. For the same model, the infinite propagation speed

and asymptotic behavior were obtained in Han rt al29. Liu and Qiao30 studied the peakon system with fifth-order derivatives{
𝑚𝑡 + 𝑢𝑚𝑥 + 𝑏𝑢𝑥𝑚 = 0, 𝑡 > 0, 𝑥 ∈ ℝ,
𝑚 = (1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)𝑢, 𝑡 > 0, 𝑥 ∈ ℝ. (1.1)
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They obtained some interesting solutions of (1.1) including single pseudo-peakon solutions, two-peakon, and N-peakon inter-
actional solutions. There are extensive studies on high-order CH type equations (31,32,33,34). Zhu, Cao, Jiang et al35 established
the local well-posedness and blow-up scenario for equation (1.1), then they proved global existence under different conditions
and studied large time behavior of the support of momentum density. For another fifth-order CH equation{

𝑚𝑡 + 𝑢𝑚𝑥 + 2𝑢𝑥𝑚 = 0, 𝑡 > 0, 𝑥 ∈ ℝ,
𝑚 = 𝑢 − 𝛼𝑢𝑥𝑥 + 𝑢𝑥𝑥𝑥𝑥, 𝑡 > 0, 𝑥 ∈ ℝ,

the local well-posedness for 𝛼 = 1 was proved in Sobolev space 𝐻𝑠 with 𝑠 > 9
2

by Kato’s theory in Tian et al34. The stationary
solution and general mild traveling solution for 𝛼 = 1 were considered in Ding et al31. The global existence and convergence
of conservative solutions were studied34,36, respectively. With 𝛼 = 2, Tang and Liu37 proved the local well-posedness in the
critical Besov space 𝐵7∕2

2,1 , as well as the existence of peakon-like solution and ill-posedness in 𝐵7∕2
2,∞.

In this paper, we consider the fifth-order Camassa-Holm type (FOCHT) equation with high-order nonlinearities:⎧⎪⎨⎪⎩
𝑚𝑡 + 𝑚𝑥𝑢𝑘 + 𝑏𝑚𝑢𝑘−1𝑢𝑥 = 0, 𝑡 > 0, 𝑥 ∈ ℝ,
𝑚 = (1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)𝑢, 𝑡 > 0, 𝑥 ∈ ℝ,
𝑢(𝑥, 0) = 𝑢0, 𝑚0 ∶= (1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)𝑢0, 𝑡 > 0, 𝑥 ∈ ℝ,

(1.2)

where 𝑏 ∈ ℝ, 𝑘 ∈ ℤ+ 𝛼, 𝛽 > 0 are constants. Without loss of generality, we always assume 𝛼 ≥ 𝛽 > 0. To our knowledge, this
paper is the first work that considers the fifth-order CH equation of degree 𝑘.

The organization of this paper is as follows. In section 2, the local well-posedness (Theorem 2.6), blow-up scenario (Theorem
3.1), and the global existence under different conditions (Theorem 3.4) are established. In section 3, we analyze the large-time
behavior of the support of momentum density (Theorem 4.3, Theorem 4.4). Persistence property in Sobolev spaces (Theorem
5.5) is presented in section 4.

2 LOCAL WELL-POSEDNESS

In this section, we present the local well-posedness of problem (1.2). In order to apply Kato’s theory38 to our problem, we prove
some lemmas, which ensure that the conditions in Kato’s theorem are satisfied.

Consider the abstract quasi-linear evolution equation:{
𝑑𝑣
𝑑𝑡

+ 𝐴(𝑣)𝑣 = 𝑓 (𝑣), 𝑡 > 0, 𝑥 ∈ ℝ,
𝑣(0, 𝑥) = 𝑣0(𝑥), 𝑥 ∈ ℝ.

(2.1)

Let𝑋 and 𝑌 be two Hilbert spaces such that 𝑌 is continuously and densely embedded in𝑋. Suppose𝑄 ∶ 𝑋 → 𝑌 be a topological
isomorphism. We use 𝐿(𝑌 ,𝑋) to denote the space of all bounded linear operators from 𝑌 to 𝑋 and let 𝐿(𝑋) = 𝐿(𝑋,𝑋) be the
space of linear operators from 𝑋 to itself. We introduce the following assumptions.

(i) Suppose 𝐴(𝑦) ∈ 𝐿(𝑌 ,𝑋) for all 𝑦 ∈ 𝑋 and‖(𝐴(𝑦) − 𝐴(𝑧)
)
𝜔‖𝑋 ≤ 𝜇1‖𝑦 − 𝑧‖𝑋 ⋅ ‖𝜔‖𝑌 , for any 𝑦, 𝑧, 𝜔 ∈ 𝑌 .

We further assume that 𝐴(𝑦) ∈ 𝐺
(
𝑋, 1, 𝛽

)
, where 𝐺

(
𝑋, 1, 𝛽

)
, 𝛽 ∈ ℝ, denotes the set of all linear operators 𝐴 in 𝑋 such that

−𝐴 generates a 𝐶0-semigroup 𝑒−𝑡𝐴 satisfying ||𝑒−𝑡𝐴|| ≤ 𝑀𝑒𝛽𝑡 for some constant 𝑀 and 𝑡 ≥ 0.
(ii) Let 𝐵(𝑦) = 𝑄𝐴(𝑦)𝑄−1 − 𝐴(𝑦). Suppose that 𝐵(𝑦) ∈ 𝐿(𝑋) is uniformly bounded for 𝑦 belongs to any bounded sets in 𝑌 ,

and ‖(𝐵(𝑦) − 𝐵(𝑧)
)
𝜔‖𝑋 ≤ 𝜇2‖𝑦 − 𝑧‖𝑌 ‖𝜔‖𝑋 , 𝑦, 𝑧 ∈ 𝑌 , 𝜔 ∈ 𝑋.

(iii) Suppose 𝑓 is 𝑋-Lipschitz continuous as an operator from 𝑋 to 𝑋, and 𝑌 -Lipschitz continuous as an operator from 𝑌 to
itself, i.e. ‖𝑓 (𝑦) − 𝑓 (𝑧)‖𝑌 ≤ 𝜇3‖𝑦 − 𝑧‖𝑌 , 𝑦, 𝑧 ∈ 𝑌 ,‖𝑓 (𝑦) − 𝑓 (𝑧)‖𝑋 ≤ 𝜇4‖𝑦 − 𝑧‖𝑋 , 𝑦, 𝑧 ∈ 𝑋.
Here 𝜇1, 𝜇2, 𝜇3 and 𝜇4 are constants depending only on max{||𝑦||𝑌 , ||𝑧||𝑌 }.

Theorem 2.1 (Kato38). Assume that (i), (ii) and (iii) hold. For any given 𝑣0 ∈ 𝑌 , there exists a unique solution 𝑣(⋅, 𝑣0) ∈
𝐶
(
[0, 𝑇 ); 𝑌

)
∩ 𝐶1([0, 𝑇 );𝑋)

to (2.1) for some 𝑇 > 0, which depends only on ||𝑣0||𝑌 . Moreover, the map 𝑣0 → 𝑣(⋅, 𝑣0) is
continuous from 𝑌 to 𝐶

(
[0, 𝑇 ); 𝑌

)
∩ 𝐶1([0, 𝑇 );𝑋)

.
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Problem (1.2) can be transformed into⎧⎪⎨⎪⎩
𝑢𝑡 + 𝑢𝑘𝑢𝑥 = −

(
(1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)

)−1(
𝑚𝑥𝑢𝑘 + 𝑏𝑚𝑢𝑘−1𝑢𝑥 − (1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)(𝑢

𝑘𝑢𝑥)
)
, 𝑡 > 0, 𝑥 ∈ ℝ,

𝑢(𝑥, 0) = 𝑢0(𝑥), 𝑥 ∈ ℝ.
(2.2)

Let 𝐴(𝑢) ∶= 𝑢𝑘𝜕𝑥, 𝑄 ∶=
(
(1−𝛼2𝜕2𝑥)(1−𝛽2𝜕2𝑥)

) 1
4 . The operator 𝑄−4 = ((1−𝛼2𝜕2𝑥)(1−𝛽2𝜕2𝑥))

−1 can be expressed by its associated
Green’s function where

𝐺(𝑥) ∶=

⎧⎪⎨⎪⎩
𝛼2

𝛼2 − 𝛽2
𝑔1 −

𝛽2

𝛼2 − 𝛽2
𝑔2, 𝛼 ≠ 𝛽,

1
4𝛼

𝑒−
|𝑥|
𝛼 (1 +

|𝑥|
𝛼
), 𝛼 = 𝛽,

(2.3)

with 𝑔1 ∶=
1
2𝛼
𝑒−

|𝑥|
𝛼 , 𝑔2 ∶=

1
2𝛽
𝑒−

|𝑥|
𝛽 .

Then the right hand side of (2.2) can be reformulated as

𝑓 (𝑢) ∶= − 𝐺 ∗
(
𝑚𝑥𝑢

𝑘 + 𝑏𝑚𝑢𝑘−1𝑢𝑥 − (1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)(𝑢
𝑘𝑢𝑥)

)
= − 𝐺 ∗ 𝑓1(𝑢) − 𝜕𝑥𝐺 ∗ 𝑓2(𝑢) − 𝜕2𝑥𝐺 ∗ 𝑓3(𝑢),

(2.4)

where

𝑓1(𝑢) =𝑏𝑢𝑘𝑢𝑥 + (3𝑘 − 𝑏)(𝛼2 + 𝛽2)𝑢𝑘−1𝑢𝑥𝑢𝑥𝑥 + 𝑘(𝑘 − 1)(𝛼2 + 𝛽2)𝑢𝑘−2𝑢3𝑥
− 𝑘(𝑘 − 1)(𝑘 − 2)(𝑘 − 3)𝛼2𝛽2𝑢𝑘−4𝑢5𝑥 + (𝑏 − 5𝑘)(𝑘 − 1)(𝑘 − 2)𝛼2𝛽2𝑢𝑘−3𝑢3𝑥𝑢𝑥𝑥

+ 5
2
(𝑘 − 1)(𝑏 − 𝑘)𝛼2𝛽2𝑢𝑘−2𝑢𝑥𝑢

2
𝑥𝑥,

𝑓2(𝑢) = − 𝑏 − 5𝑘
𝑘

𝛼2𝛽2(𝑢𝑘)𝑥𝑥𝑢𝑥𝑥 − (𝑏 + 5𝑘)𝛼2𝛽2(𝑢𝑘−1)𝑥𝑢𝑥𝑢𝑥𝑥 −
𝑏 + 5𝑘

2
𝛼2𝛽2𝑢𝑘−1𝑢2𝑥𝑥,

𝑓3(𝑢) =
𝑏 − 5𝑘

𝑘
𝛼2𝛽2(𝑢𝑘)𝑥𝑢𝑥𝑥.

Note that 𝑓1, 𝑓2 and 𝑓3 have at most second-order derivatives of 𝑢. Let 𝑌 = 𝐻𝑠, 𝑋 = 𝐻𝑠−1, and 𝑄 = [(1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)]
1∕4.

Obviously, 𝑄 is an isomorphism from 𝐻𝑠 onto 𝐻𝑠−1. In order to apply Theorem 2.1 to obtain local well-posedness of (2.2), we
only need to verify that 𝐴(𝑢) and 𝑓 (𝑢) satisfy conditions (i)-(iii). The following four lemmas aims to verify these conditions.

Lemma 2.2. The operator 𝐴(𝑢) = 𝑢𝑘𝜕𝑥 with 𝑢 ∈ 𝐻𝑠, > 3∕2, belongs to 𝐺(𝐻𝑠−1, 1, 𝛽) for some 𝛽 > 0.

Proof. Note that 𝐻𝑠 is a Banach algebra for any 𝑠 > 1∕2. So 𝑢𝑘 ∈ 𝐻𝑠 for any 𝑢 ∈ 𝐻𝑠, 𝑠 > 1∕2, 𝑘 ∈ ℕ+. This lemma is a direct
consequence of Lemma 2.7 in Li et al35.

Lemma 2.3. Let 𝐴(𝑢) = 𝑢𝑘𝜕𝑥, 𝑢 ∈ 𝐻𝑠, 𝑠 > 3∕2 be given. Then 𝐴(𝑢) ∈ 𝐿(𝐻𝑠,𝐻𝑠−1) and for any 𝑢, 𝑦, 𝜔 ∈ 𝐻𝑠, we have‖(𝐴(𝑢) − 𝐴(𝑦))𝜔‖𝐻𝑠−1 ≤ 𝐶‖𝑢 − 𝑦‖𝐻𝑠−1‖𝜔‖𝐻𝑠 .

Proof. Note that 𝐻𝑠−1 is a Banach algebra for 𝑠 > 3∕2 and

(𝐴(𝑢) − 𝐴(𝑦))𝜔 = (𝑢𝑘 − 𝑦𝑘)𝜕𝑥𝜔.

Then we have ‖(𝐴(𝑢) − 𝐴(𝑦))𝜔‖𝐻𝑠−1 = ‖(𝑢𝑘 − 𝑦𝑘)𝜕𝑥𝜔‖𝐻𝑠−1 ≤ 𝐶‖𝑢𝑘 − 𝑦𝑘‖𝐻𝑠−1‖𝜔‖𝐻𝑠 .

Due to the fact that for any 𝑘1, 𝑘2 ∈ ℕ, ‖𝑢𝑘1𝑦𝑘2‖𝐻𝑠−1 ≤ ‖𝑢𝑘1‖𝐻𝑠−1‖𝑦𝑘2‖𝐻𝑠−1 ≤ ‖𝑢‖𝑘1𝐻𝑠−1‖𝑦‖𝑘2𝐻𝑠−1 , we can get‖𝑢𝑘 − 𝑦𝑘‖𝐻𝑠−1 =‖(𝑢 − 𝑦)(𝑢𝑘−1 + 𝑢𝑘−2𝑦 +⋯ + 𝑦𝑘−1)‖𝐻𝑠−1

≤𝐶‖𝑢 − 𝑦‖𝐻𝑠−1

(‖𝑢𝑘−1‖𝐻𝑠−1‖ + ‖𝑢𝑘−2𝑦‖𝐻𝑠−1 +⋯ + ‖𝑦𝑘−1‖𝐻𝑠−1

) ≤ 𝐶‖𝑢 − 𝑦‖𝐻𝑠−1 .

So we have ‖(𝐴(𝑢) − 𝐴(𝑦))𝜔‖𝐻𝑠−1 ≤ 𝐶‖𝑢 − 𝑦‖𝐻𝑠−1‖𝜔‖𝐻𝑠 .

Taking 𝑦 = 0 in the above inequality, we obtain that 𝐴(𝑢) ∈ 𝐿(𝐻𝑠,𝐻𝑠−1). This completes the proof of this lemma.
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Lemma 2.4. Let 𝐵(𝑢) ∶= 𝑄𝐴(𝑢)𝑄−1 − 𝐴(𝑢) where 𝐴(𝑢) = 𝑢𝑘𝜕𝑥, 𝑄 =
(
(1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)

)1∕4, 𝑢 ∈ 𝐻𝑠, 𝑠 > 3∕2. Then
𝐵(𝑢) ∈ 𝐿(𝐻𝑠−1), and for any 𝑢, 𝑦 ∈ 𝐻𝑠, 𝜔 ∈ 𝐻𝑠−1, we have‖(𝐵(𝑢) − 𝐵(𝑦))𝜔‖𝐻𝑠−1 ≤ 𝐶‖𝑢 − 𝑦‖𝐻𝑠‖𝜔‖𝐻𝑠−1 .

Proof. By definition of 𝐵, we know

(𝐵(𝑢) − 𝐵(𝑦))𝜔 = 𝑄(𝑢𝑘 − 𝑦𝑘)𝑄−1𝜕𝑥𝜔 − (𝑢𝑘 − 𝑦𝑘)𝜕𝑥𝜔 = [𝑄, 𝑢𝑘 − 𝑦𝑘]𝑄−1𝜕𝑥𝜔.

Then we have ‖(𝐵(𝑢) − 𝐵(𝑦))𝜔‖𝐻𝑠−1 =‖[𝑄, 𝑢𝑘 − 𝑦𝑘]𝑄−1𝜕𝑥𝜔‖𝐻𝑠−1 = ‖𝑄𝑠−1[𝑄, 𝑢𝑘 − 𝑦𝑘]𝑄1−𝑠𝑄𝑠−2𝜕𝑥𝜔‖𝐿2

≤𝐶‖𝑄𝑠−1[𝑄, 𝑢𝑘 − 𝑦𝑘]𝑄1−𝑠‖𝐿(𝐿2)‖𝑄𝑠−1𝜔‖𝐿2 ≤ 𝐶‖𝑢𝑘 − 𝑦𝑘‖𝐻𝑠‖𝜔‖𝐻𝑠−1

≤𝐶‖𝑢 − 𝑦‖𝐻𝑠‖𝜔‖𝐻𝑠−1 ,

where we applied Lemma 2.2 in Yin39. Taking 𝑧 = 0 in the above inequality, we obtain 𝐵(𝑢) ∈ 𝐿(𝐻𝑠−1). This completes the
proof of Lemma 2.4.

Lemma 2.5. Let 𝑓 (𝑢) be given by (2.4), 𝑢 ∈ 𝐻𝑠, 𝑠 > 7∕2, then we have
(i) ‖𝑓 (𝑢) − 𝑓 (𝑣)‖𝐻𝑠−1 ≤ 𝐶‖𝑢 − 𝑣‖𝐻𝑠−1 ,
(ii) ‖𝑓 (𝑢) − 𝑓 (𝑣)‖𝐻𝑠 ≤ 𝐶‖𝑢 − 𝑣‖𝐻𝑠 .

Proof. From the expression of 𝑓 , we have

𝑓 (𝑢) − 𝑓 (𝑣) = −𝐺 ∗ (𝑓1(𝑢) − 𝑓1(𝑣)) − 𝜕𝑥𝐺 ∗ (𝑓2(𝑢) − 𝑓2(𝑣)) − 𝜕2𝑥𝐺 ∗ (𝑓3(𝑢) − 𝑓3(𝑣))

We only prove (i), since the method to obtain (ii) is similar. We only estimate the last term 𝜕2𝑥𝐺 ∗ (𝑓3(𝑢) − 𝑓3(𝑣)) since other
estimates can be obtained similarly.‖𝜕2𝑥𝐺 ∗ (𝑓3(𝑢) − 𝑓3(𝑣))‖𝐻𝑠−1

≤𝐶‖𝜕2𝑥𝐺 ∗
(
(𝑢𝑘)𝑥𝑢𝑥𝑥 − (𝑣𝑘)𝑥𝑣𝑥𝑥

)‖𝐻𝑠−1 ≤ 𝐶‖(𝑢𝑘)𝑥𝑢𝑥𝑥 − (𝑣𝑘)𝑥𝑣𝑥𝑥‖𝐻𝑠−3

≤𝐶‖(𝑢𝑘)𝑥(𝑢𝑥𝑥 − 𝑣𝑥𝑥)‖𝐻𝑠−3 + 𝐶‖𝑣𝑥𝑥((𝑢𝑘)𝑥 − (𝑣𝑘)𝑥
)‖𝐻𝑠−3

≤𝐶‖𝑢‖𝑘𝐻𝑠−2‖𝑢 − 𝑣‖𝐻𝑠−1 + 𝐶‖𝑣‖𝐻𝑠−1‖𝑢𝑘 − 𝑣𝑘‖𝐻𝑠−2

≤𝐶‖𝑢 − 𝑣‖𝐻𝑠−1 .

Here we have used the fact that 𝐻𝑠−3 is a Banach algebra for 𝑠 > 7∕2. This completes the proof of this lemma.

By Kato’s theory, we obtain the following local well-posedness results.

Theorem 2.6. Let 𝑢0 ∈ 𝐻𝑠(ℝ) with 𝑠 > 7∕2. Then there exists a constant 𝑇 > 0 depending only on ‖𝑢0‖𝐻𝑠 , such that the
FOCHT model (1.2) has a unique solution

𝑢 ∈ 𝐶([0, 𝑇 );𝐻𝑠(ℝ)) ∩ 𝐶1([0, 𝑇 );𝐻𝑠−1(ℝ)).

Moreover, the map 𝑢0 ∈ 𝐻𝑠 → 𝑢 ∈ 𝐶([0, 𝑇 );𝐻𝑠(ℝ)) ∩ 𝐶1([0, 𝑇 );𝐻𝑠−1(ℝ)) is continuous.

3 BLOW-UP SCENARIO AND GLOBAL EXISTENCE

Now we prove the blow-up scenario for solutions of (1.2).

Theorem 3.1. Let 𝑢 be a solution of equation (1.2) with initial data 𝑢0 ∈ 𝐻4(ℝ). Suppose 𝑇 be the maximal existence time of 𝑢.
(i) When 𝑘 < 2𝑏, then solution 𝑢 blows up in finite time if and only if

lim inf
𝑡→𝑇 −

inf
𝑥∈ℝ

(𝑢𝑘−1𝑢𝑥) = −∞.

(ii) When 𝑘 > 2𝑏, then solution 𝑢 blows up in finite time if and only if

lim sup
𝑡→𝑇 −

sup
𝑥∈ℝ

(𝑢𝑘−1𝑢𝑥) = +∞.

(iii) When 𝑘 = 2𝑏, then 𝑇 = +∞. Namely, solution 𝑢 does not blow up within finite time.
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Proof. From the second equation of (1.2),

∫
ℝ

𝑚2𝑑𝑥 = ∫
ℝ

𝑢2 + 2(𝛼2 + 𝛽2)𝑢2𝑥 + ((𝛼2 + 𝛽2)2 − 2𝛼2𝛽2)𝑢2𝑥𝑥 + 2(𝛼2 + 𝛽2)𝛼2𝛽2𝑢2𝑥𝑥𝑥 + (𝛼2𝛽2)2𝑢2𝑥𝑥𝑥𝑥𝑑𝑥.

There exist constants 𝑐1 and 𝑐2, depending only on 𝛼 and 𝛽, such that

𝑐1‖𝑢‖2𝐻4 ≤ ‖𝑚‖2𝐿2 ≤ 𝑐2‖𝑢‖2𝐻4 .

Since 𝑢0 ∈ 𝐻4(ℝ), we know 𝑚0 ∈ 𝐿2(ℝ). Multiply (1.2) by 𝑚, and integrate over ℝ, we obtain
𝑑
𝑑𝑡 ∫

ℝ

𝑚2𝑑𝑥 = (𝑘 − 2𝑏)∫
ℝ

𝑚2𝑢𝑘−1𝑢𝑥𝑑𝑥. (3.1)

In the case 𝑘 < 2𝑏, we use contradiction argument to prove result (i).
On one hand, suppose for any 𝑡 ∈ (0, 𝑇 ].

inf
𝑥∈ℝ

(𝑢𝑘−1𝑢𝑥) ≥ −𝑀,

for some 𝑀 > 0. Then we have
𝑑
𝑑𝑡 ∫

ℝ

𝑚2𝑑𝑥 ≤ (𝑘 − 2𝑏) inf
𝑥∈ℝ

(𝑢𝑘−1𝑢𝑥)∫
ℝ

𝑚2𝑑𝑥 ≤ −(𝑘 − 2𝑏)𝑀 ∫
ℝ

𝑚2𝑑𝑥.

By Grönwall’s inequality, we have ‖𝑚‖2𝐿2 ≤ 𝑒−(𝑘−2𝑏)𝑀𝑡‖𝑚0‖2𝐿2 .
Therefore, the 𝐿2 norm of 𝑚, as well as 𝐻4 norm of 𝑢, is bounded for finite 𝑇 and 𝑡 ∈ (0, 𝑇 ]. This contradicts the fact that 𝑇 is
the maximal time of existence.

On the other hand, the solution 𝑢 does not blow up, that is ‖𝑢‖𝐻4 is bounded, by Morrey’s inequality, we have‖𝑢𝑘−1𝑢𝑥‖𝐿∞ ≤ ‖𝑢‖𝑘−1𝐿∞ ‖𝑢𝑥‖𝐿∞ ≤ 𝐶‖𝑢‖𝑘𝐻4 < +∞.

The result for 𝑘 > 2𝑏 can be proved by similar argument.
In the case 𝑘 = 2𝑏, ‖𝑚‖𝐿2 is conserved by (3.1). Then ‖𝑢‖𝐻4 and ‖𝑢𝑘−1𝑢𝑥‖𝐿∞ are uniformly bounded for any 𝑡 ≥ 0. Hence

𝑇 = +∞.

Before presenting global existence, we first show some conservation laws.

Lemma 3.2. Assume that 𝑢0 ∈ 𝐻4(ℝ) and 𝑢 is a solution of equation (1.2) in its lifespan. Then for any nonzero 𝑏, it holds that

∫
ℝ

𝑚𝑘∕𝑏𝑑𝑥 = ∫
ℝ

𝑚𝑘∕𝑏
0 𝑑𝑥, ∫

ℝ

|𝑚|𝑘∕𝑏𝑑𝑥 = ∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥. (3.2)

Moreover, when 𝑘 = 𝑏 − 1, we have

∫
ℝ

𝑢2 + (𝛼2 + 𝛽2)𝑢2𝑥 + 𝛼2𝛽2𝑢2𝑥𝑥𝑑𝑥 = ∫
ℝ

𝑢20 + (𝛼2 + 𝛽2)𝑢20𝑥 + 𝛼2𝛽2𝑢20𝑥𝑥𝑑𝑥. (3.3)

Proof. We first prove (3.2). Let 𝑞 be the particle trajectory satisfying{
𝑞𝑡 = 𝑢𝑘(𝑞, 𝑡), 0 < 𝑡 < 𝑇 , 𝑥 ∈ ℝ,
𝑞(𝑥, 0) = 𝑥, 𝑥 ∈ ℝ, (3.4)

where 𝑇 is the lifespan of solution 𝑢. Take derivative of (3.4) with respect to 𝑥, we obtain
𝑑𝑞𝑡
𝑑𝑥

= 𝑞𝑥𝑡 = 𝑘𝑢𝑘−1(𝑞, 𝑡)𝑢𝑥(𝑞, 𝑡)𝑞𝑥, 𝑡 ∈ (0, 𝑇 ).

Therefore, {
𝑞𝑥 = exp

( ∫ 𝑡
0 𝑘𝑢𝑘−1(𝑞, 𝑠)𝑢𝑥(𝑞, 𝑠)𝑑𝑠

)
, 0 < 𝑡 < 𝑇 , 𝑥 ∈ ℝ,

𝑞𝑥(𝑥, 0) = 1, 𝑥 ∈ ℝ.
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Since 𝑞𝑥 is always positive before blow-up, 𝑞(𝑥, 𝑡) is increasing with respect to 𝑥 and trajectories never coincide before blow-up.
In fact, direct calculation yields

𝑑
𝑑𝑡

(
𝑚(𝑞(𝑥, 𝑡), 𝑡)𝑞𝑏∕𝑘𝑥 (𝑥, 𝑡)

)
=
(
𝑚𝑡(𝑞, 𝑡) + 𝑢𝑘(𝑞, 𝑡)𝑚𝑥(𝑞, 𝑡) + 𝑏𝑢𝑘−1𝑢𝑥(𝑞, 𝑡)𝑚(𝑞, 𝑡)

)
𝑞𝑏∕𝑘𝑥 = 0.

Hence,

𝑚(𝑞(𝑥, 𝑡), 𝑡)𝑞𝑘∕𝑏𝑥 (𝑥, 𝑡) = 𝑚0(𝑥), 0 < 𝑡 < 𝑇 , 𝑥 ∈ ℝ. (3.5)

It follows for any nonzero 𝑏 that

∫
ℝ

𝑚𝑘∕𝑏
0 𝑑𝑥 = ∫

ℝ

𝑚𝑘∕𝑏((𝑞(𝑥, 𝑡), 𝑡)𝑞𝑥(𝑥, 𝑡)𝑑𝑥 = ∫
ℝ

𝑚𝑘∕𝑏𝑑𝑥,

∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥 = ∫
ℝ

|𝑚|𝑘∕𝑏((𝑞(𝑥, 𝑡), 𝑡)𝑞𝑥(𝑥, 𝑡)𝑑𝑥 = ∫
ℝ

|𝑚|𝑘∕𝑏𝑑𝑥.
Hence equation (3.2) holds.

Now we prove (3.3) for 𝑘 = 𝑏 − 1. Take derivative of the left hand side of (3.3) with respect to 𝑡, use integration by parts
twice, then we have

𝑑
𝑑𝑡 ∫

ℝ

𝑢2 + (𝛼2 + 𝛽2)𝑢2𝑥 + 𝛼2𝛽2𝑢2𝑥𝑥𝑑𝑥

=2∫
ℝ

𝑢
(
𝑢𝑡 − (𝛼2 + 𝛽2)𝑢𝑥𝑥𝑡 + 𝛼2𝛽2𝑢𝑥𝑥𝑥𝑥𝑡

)
𝑑𝑥

=2∫
ℝ

𝑚𝑡𝑢𝑑𝑥 = −2∫
ℝ

(
𝑚𝑥𝑢

𝑘+1 + 𝑏𝑚𝑢𝑘𝑢𝑥
)
𝑑𝑥

=2(𝑘 + 1 − 𝑏)∫
ℝ

𝑚𝑢𝑘𝑢𝑥𝑑𝑥 = 0.

This completes the proof of Lemma 3.2.

Remark 3.3. The proof of conservation law (3.2) can also be achieved through direct computation:
𝑑
𝑑𝑡

(
∫
ℝ

𝑚𝑘∕𝑏𝑑𝑥
)
= 𝑑

𝑑𝑡

(
∫
ℝ

|𝑚|𝑘∕𝑏𝑑𝑥) = 0.

Our proof of (3.2) in the lemma illustrates pointwise relations along trajectories.

Since 𝑢(𝑥, 𝑡) = 𝐺 ∗ 𝑚, 𝐺 is given in (2.3), 𝑢 and 𝑢𝑥 can be presented as

𝑢(𝑥, 𝑡) =

⎧⎪⎪⎨⎪⎪⎩
∫
ℝ

( 𝛼
2(𝛼2 − 𝛽2)

𝑒−
|𝑥−𝜉|
𝛼 −

𝛽
2(𝛼2 − 𝛽2)

𝑒−
|𝑥−𝜉|
𝛽

)
𝑚(𝜉, 𝑡)𝑑𝜉, 𝛼 ≠ 𝛽,

1
4𝛼 ∫

ℝ

𝑒−
|𝑥−𝜉|
𝛼

(
1 +

|𝑥 − 𝜉|
𝛼

)
𝑚(𝜉, 𝑡)𝑑𝜉, 𝛼 = 𝛽,

=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

𝛼
2(𝛼2 − 𝛽2)

(
𝑒−

𝑥
𝛼

𝑥

∫
−∞

𝑒
𝜉
𝛼 𝑚(𝜉, 𝑡)𝑑𝜉 + 𝑒

𝑥
𝛼

+∞

∫
𝑥

𝑒−
𝜉
𝛼 𝑚(𝜉, 𝑡)𝑑𝜉

)

−
𝛽

2(𝛼2 − 𝛽2)

(
𝑒−

𝑥
𝛽

𝑥

∫
−∞

𝑒
𝜉
𝛽 𝑚(𝜉, 𝑡)𝑑𝜉 + 𝑒

𝑥
𝛽

+∞

∫
𝑥

𝑒−
𝜉
𝛽 𝑚(𝜉, 𝑡)𝑑𝜉

)
, 𝛼 ≠ 𝛽,

1
4𝛼

𝑥

∫
−∞

𝑒−
𝑥−𝜉
𝛼

(
1 +

𝑥 − 𝜉
𝛼

)
𝑚(𝜉, 𝑡)𝑑𝜉 + 1

4𝛼

+∞

∫
𝑥

𝑒−
𝜉−𝑥
𝛼

(
1 +

𝜉 − 𝑥
𝛼

)
𝑚(𝜉, 𝑡)𝑑𝜉, 𝛼 = 𝛽,

(3.6)
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and

𝑢𝑥(𝑥, 𝑡) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1
2(𝛼2 − 𝛽2)

(
𝑒

𝑥
𝛼

+∞

∫
𝑥

𝑒−
𝜉
𝛼 𝑚(𝜉, 𝑡)𝑑𝜉 − 𝑒−

𝑥
𝛼

𝑥

∫
−∞

𝑒
𝜉
𝛼 𝑚(𝜉, 𝑡)𝑑𝜉

)

+ 1
2(𝛼2 − 𝛽2)

(
𝑒−

𝑥
𝛽

𝑥

∫
−∞

𝑒
𝜉
𝛽 𝑚(𝜉, 𝑡)𝑑𝜉 − 𝑒

𝑥
𝛽

+∞

∫
𝑥

𝑒−
𝜉
𝛽 𝑚(𝜉, 𝑡)𝑑𝜉

)
, 𝛼 ≠ 𝛽,

− 1
4𝛼2

𝑥

∫
−∞

𝑒−
𝑥−𝜉
𝛼
𝑥 − 𝜉
𝛼

𝑚(𝜉, 𝑡)𝑑𝜉 + 1
4𝛼2

+∞

∫
𝑥

𝑒−
𝜉−𝑥
𝛼
𝜉 − 𝑥
𝛼

𝑚(𝜉, 𝑡)𝑑𝜉, 𝛼 = 𝛽.

(3.7)

Theorem 3.4. Assume that 𝑢0(𝑥) ∈ 𝐻4(ℝ), 𝑏, 𝑘 and the initial momentum density satisfy one of the following three conditions:
(i) 𝑘 = 2𝑏,
(ii) 𝑘 = 𝑏 − 1,
(iii) 0 < 𝑏 ≤ 𝑘 and 𝑚0 ∈ 𝐿𝑘∕𝑏.
Then equation (1.2) possesses at least one global in time solution.

Proof. In order to prove global existence, we only need to establish the boundedness of 𝑢𝑘−1𝑢𝑥.
(i) When 𝑘 = 2𝑏, global existence is a direct consequence of local existence and the blow-up scenario (iii) of Theorem 3.1.
(ii) Suppose 𝑘 = 𝑏 − 1. By conservation law (3.3) and Sobolev embedding, we have

‖𝑢𝑘−1𝑢𝑥‖𝐿∞ ≤ ‖𝑢‖𝑘𝐻2 ≤ 𝐶(𝛼, 𝛽)
(
∫
ℝ

𝑢2 + (𝛼2 + 𝛽2)𝑢2𝑥 + 𝛼2𝛽2𝑢2𝑥𝑥𝑑𝑥
)𝑘∕2

= 𝐶(𝛼, 𝛽)
(
∫
ℝ

𝑢20 + (𝛼2 + 𝛽2)𝑢20𝑥 + 𝛼2𝛽2𝑢20𝑥𝑥𝑑𝑥
)𝑘∕2

.

(iii) Suppose 0 < 𝑏 ≤ 𝑘 and 𝑚0 ∈ 𝐿𝑘∕𝑏. The proof will be divided into two parts: 𝛼 > 𝛽 > 0 and 𝛼 = 𝛽 > 0.
a) We first consider the case 𝛼 > 𝛽 > 0. When 𝑏 = 𝑘, we have from (3.2) that

∫
ℝ

|𝑚|𝑑𝑥 = ∫
ℝ

|𝑚0|𝑑𝑥. (3.8)

From (3.6) and (3.8), it is easy to see that

|𝑢| ≤ 𝛼
2(𝛼2 − 𝛽2)

( 𝑥

∫
−∞

𝑒
𝜉−𝑥
𝛼 |𝑚|𝑑𝜉 + +∞

∫
𝑥

𝑒
𝑥−𝜉
𝛼 |𝑚|𝑑𝜉) +

𝛽
2(𝛼2 − 𝛽2)

( 𝑥

∫
−∞

𝑒
𝜉−𝑥
𝛽 |𝑚|𝑑𝜉 + +∞

∫
𝑥

𝑒
𝑥−𝜉
𝛽 |𝑚|𝑑𝜉)

≤( 𝛼
2(𝛼2 − 𝛽2)

+
𝛽

2(𝛼2 − 𝛽2)

)
∫
ℝ

|𝑚|𝑑𝜉
≤ 1
2(𝛼 − 𝛽) ∫

ℝ

|𝑚0|𝑑𝑥.
Similarly, we have by (3.7) and (3.8) that

|𝑢𝑥| ≤ 1
𝛼2 − 𝛽2 ∫

ℝ

|𝑚0|𝑑𝑥.
When 0 < 𝑏 < 𝑘, we first notice that

𝑥

∫
−∞

𝑒
𝜉−𝑥
𝛼
⋅ 𝑘
𝑘−𝑏 𝑑𝜉 = 𝛼(𝑘 − 𝑏)

𝑘
=

+∞

∫
𝑥

𝑒
𝑥−𝜉
𝛼
⋅ 𝑘
𝑘−𝑏 𝑑𝜉.
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Hence by (3.2), (3.6) and Hölder’s inequality, we know that

|𝑢| ≤ 𝛼
2(𝛼2 − 𝛽2)

( 𝑥

∫
−∞

𝑒
𝜉−𝑥
𝛼 |𝑚|𝑑𝜉 + +∞

∫
𝑥

𝑒
𝑥−𝜉
𝛼 |𝑚|𝑑𝜉) +

𝛽
2(𝛼2 − 𝛽2)

( 𝑥

∫
−∞

𝑒
𝜉−𝑥
𝛽 |𝑚|𝑑𝜉 + +∞

∫
𝑥

𝑒
𝑥−𝜉
𝛽 |𝑚|𝑑𝜉)

≤ 𝛼
2(𝛼2 − 𝛽2)

(𝛼(𝑘 − 𝑏)
𝑘

) 𝑘−𝑏
𝑘
(
∫
ℝ

|𝑚|𝑘∕𝑏𝑑𝑥)𝑏∕𝑘
+

𝛽
2(𝛼2 − 𝛽2)

(𝛽(𝑘 − 𝑏)
𝑘

) 𝑘−𝑏
𝑘
(
∫
ℝ

|𝑚|𝑘∕𝑏𝑑𝑥)𝑏∕𝑘

≤ 1
2(𝛼 − 𝛽)

(
𝛼𝑘 − 𝑏

𝑘

) 𝑘−𝑏
𝑘
(
∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥)𝑏∕𝑘
. (3.9)

Similarly, it can be proved by (3.2), (3.7) and Hölder’s inequality that

|𝑢𝑥| ≤ 1
(𝛼2 − 𝛽2)

(
𝛼𝑘 − 𝑏

𝑘

)𝑘−𝑏∕𝑘(
∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥)𝑏∕𝑘
.

Local existence result together with boundedness of 𝑢 and 𝑢𝑥 implies that the global solution exists.
b) Now we consider the case 𝛼 = 𝛽 > 0. When 𝑏 = 𝑘, note that sup𝑥∈ℝ 𝑒−|𝑥||𝑥| = 1

𝑒
. We have by (3.6)-(3.8) that

|𝑢| ≤ 1
4𝛼

(
1 + 1

𝑒
)
∫
ℝ

|𝑚0|𝑑𝑦, |𝑢𝑥| ≤ 1
4𝑒𝛼2 ∫

ℝ

|𝑚0|𝑑𝑦.
When 0 < 𝑏 < 𝑘, we have by (3.6) that

𝑢 = 1
4𝛼

𝑥

∫
−∞

𝑒−
𝑥−𝑦
𝛼 𝑚(𝑦)𝑑𝑦 + 1

4𝛼

𝑥

∫
−∞

𝑒−
𝑥−𝑦
𝛼
𝑥 − 𝑦
𝛼

𝑚(𝑦)𝑑𝑦 + 1
4𝛼

+∞

∫
𝑥

𝑒−
𝑦−𝑥
𝛼 𝑚(𝑦)𝑑𝑦

+ 1
4𝛼

+∞

∫
𝑥

𝑒−
𝑦−𝑥
𝛼
𝑦 − 𝑥
𝛼

𝑚(𝑦)𝑑𝑦

=∶ 𝐼1 + 𝐼2 + 𝐼3 + 𝐼4.

For 𝐼1 and 𝐼3, by similar argument as in (3.9), it is easy to derive that

|𝐼1| + |𝐼3| ≤ 1
4𝛼

(𝛼(𝑘 − 𝑏)
𝑘

)𝑘−𝑏∕𝑘(∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥)𝑏∕𝑘
.

It remains to prove the boundedness of 𝐼2 and 𝐼4. We first obtain the following equality by changing of variables. Let 𝑠 = 𝑥−𝑦
𝛼
𝑝

for any 1 < 𝑝 < +∞. Then
𝑥

∫
−∞

(
𝑒−

𝑥−𝑦
𝛼
𝑥 − 𝑦
𝛼

)𝑝𝑑𝑦 = 𝛼
𝑝

+∞

∫
0

𝑒−𝑠( 𝑠
𝑝
)𝑝𝑑𝑠 = 𝛼

𝑝𝑝+1

+∞

∫
0

𝑒−𝑠𝑠𝑝𝑑𝑠 = 𝛼
𝑝𝑝+1

Γ(𝑝 + 1).

Let 𝑠 = 𝑦−𝑥
𝛼
𝑝, 1 < 𝑝 < +∞. Then we have

+∞

∫
𝑥

(
𝑒−

𝑦−𝑥
𝛼
𝑦 − 𝑥
𝛼

)𝑝𝑑𝑦 = 𝛼
𝑝

+∞

∫
0

𝑒−𝑠( 𝑠
𝑝
)𝑝𝑑𝑠 = 𝛼

𝑝𝑝+1

+∞

∫
0

𝑒−𝑠𝑠𝑝𝑑𝑠 = 𝛼
𝑝𝑝+1

Γ(𝑝 + 1).

Note that Γ(𝑝 + 1) is bounded for any fixed 𝑝 ∈ (1,+∞). Hence we obtain by Hölder’s inequality that

|𝐼2| + |𝐼4| ≤ 1
4𝛼

(
𝛼(𝑘 − 𝑏

𝑘
)
2𝑘−𝑏
𝑘−𝑏 Γ(2𝑘 − 𝑏

𝑘 − 𝑏
)
) 𝑘−𝑏

𝑘 (∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥)𝑏∕𝑘.
Combining the above estimates on 𝐼𝑖, 𝑖 = 1, 2, 3, 4, we obtain

|𝑢| ≤ 𝐶(𝛼, 𝑘, 𝑏)
(
∫
ℝ

|𝑚0|𝑘∕𝑏)𝑏∕𝑘
,
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where 𝐶 is a constant depending only on 𝑘, 𝑏 and 𝛼. By similar argument as above, we can also obtain

|𝑢𝑥| ≤ 𝐶(𝛼, 𝑘, 𝑏)
(
∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑦)𝑏∕𝑘
.

So we obtain the boundedness of 𝑢 and 𝑢𝑥, which yields the global existence result.

4 LARGE TIME BEHAVIOR FOR THE SUPPORT OF THE MOMENTUM DENSITY

Let

𝐸(𝑡) ∶= ∫
ℝ

𝑒
𝜉
𝛼 |𝑚(𝜉, 𝑡)|𝑑𝜉, 𝐹 (𝑡) ∶= ∫

ℝ

𝑒−
𝜉
𝛼 |𝑚(𝜉, 𝑡)|𝑑𝜉, (4.1)

𝐸𝜀(𝑡) ∶= ∫
ℝ

𝑒
(1−𝜀)𝜉

𝛼 |𝑚(𝜉, 𝑡)|𝑑𝜉, 𝐹𝜀(𝑡) ∶= ∫
ℝ

𝑒−
(1−𝜀)𝜉

𝛼 |𝑚(𝜉, 𝑡)|𝑑𝜉. (4.2)

Lemma 4.1. Assume (𝑢, 𝑚) is a solution of (1.2), and 𝑞 are trajectories given by (3.4). Suppose initial data 𝑚0 ≢ 0 has compact
support in [𝑎, 𝑐], and 𝑚0 does not change sign on ℝ.

(1) If 𝛼 > 𝛽 > 0, then 𝑢 satisfies the following properties for any 𝑡 > 0 in its lifespan:
1

2(𝛼 + 𝛽)
𝑒−𝑥∕𝛼𝐸(𝑡) < |𝑢(𝑥, 𝑡)| < 𝛼

2(𝛼2 − 𝛽2)
𝑒−𝑥∕𝛼𝐸(𝑡), for 𝑥 > 𝑞(𝑐, 𝑡), (4.3)

1
2(𝛼 + 𝛽)

𝑒𝑥∕𝛼𝐹 (𝑡) < |𝑢(𝑥, 𝑡)| < 𝛼
2(𝛼2 − 𝛽2)

𝑒𝑥∕𝛼𝐹 (𝑡), for 𝑥 < 𝑞(𝑎, 𝑡). (4.4)

(2) If 𝛼 = 𝛽 > 0, then 𝑢 satisfies the following properties for any 0 < 𝜀 < 1 and 𝑡 > 0 in its lifespan:
1
4𝛼

𝑒−𝑥∕𝛼𝐸(𝑡) ≤ |𝑢(𝑥, 𝑡)| ≤ 𝐶(𝜀)
4𝛼

𝑒−(1−𝜀)𝑥∕𝛼𝐸𝜀(𝑡), for 𝑥 > 𝑞(𝑐, 𝑡), (4.5)

1
4𝛼

𝑒𝑥∕𝛼𝐹 (𝑡) ≤ |𝑢(𝑥, 𝑡)| ≤ 𝐶(𝜀)
4𝛼

𝑒(1−𝜀)𝑥∕𝛼𝐹𝜀(𝑡), for 𝑥 < 𝑞(𝑎, 𝑡), (4.6)

where 𝐸(𝑡), 𝐹 (𝑡), 𝐸𝜀(𝑡), 𝐹𝜀(𝑡) given by (4.1) and (4.2) denote continuous non-vanishing functions, and 𝐶(𝜖) is a positive constant
depending only on 𝜖.

Proof. Since 𝑚0 ≢ 0 has compact support set in [𝑎, 𝑐], we know from (3.5) that 𝑚 ≢ 0, 𝑚 does not change sign, and supp
𝑚(𝑥, 𝑡) ⊂ [𝑞(𝑎, 𝑡), 𝑞(𝑐, 𝑡)] for any fixed 𝑡 > 0.

(1) We first consider the case 𝛼 > 𝛽 > 0. By (3.6), we have

𝑢(𝑥, 𝑡) =

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

( 𝛼
2(𝛼2 − 𝛽2)

𝑒−
|𝑥−𝜉|
𝛼 −

𝛽
2(𝛼2 − 𝛽2)

𝑒−
|𝑥−𝜉|
𝛽

)
𝑚(𝜉)𝑑𝜉.

It is easy to see that

0 < 1
2(𝛼 + 𝛽)

𝑒−
|𝑥−𝜉|
𝛼 < 𝛼

2(𝛼2 − 𝛽2)
𝑒−

|𝑥−𝜉|
𝛼 −

𝛽
2(𝛼2 − 𝛽2)

𝑒−
|𝑥−𝜉|
𝛽 < 𝛼

2(𝛼2 − 𝛽2)
𝑒−

|𝑥−𝜉|
𝛼 .

Since 𝑚 does not change sign, we have

1
2(𝛼 + 𝛽)

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

𝑒−
|𝑥−𝜉|
𝛼 |𝑚(𝜉)|𝑑𝜉 < |𝑢(𝑥, 𝑡)| < 𝛼

2(𝛼2 − 𝛽2)

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

𝑒−
|𝑥−𝜉|
𝛼 |𝑚(𝜉)|𝑑𝜉.

Hence inequalities (4.3) and (4.4) holds.
(2) In the case 𝛼 = 𝛽 > 0, we have by (3.6)

𝑢 = 𝐺 ∗ 𝑚 = 1
4𝛼

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

𝑒−
|𝑥−𝜉|
𝛼
(
1 +

|𝑥 − 𝜉|
𝛼

)
𝑚(𝜉, 𝑡)𝑑𝜉,
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Note that for any 𝜀 > 0, there exists a constant 𝐶(𝜀) such that

1 +
|𝑥 − 𝜉|

𝛼
< 𝐶(𝜀)𝑒𝜀

|𝑥−𝜉|
𝛼 .

Hence
𝑒−

|𝑥−𝜉|
𝛼 < 𝑒−

|𝑥−𝜉|
𝛼
(
1 +

|𝑥 − 𝜉|
𝛼

)
< 𝐶(𝜀)𝑒−(1−𝜀)

|𝑥−𝜉|
𝛼

Since 𝑚 does not change sign, we have

1
4𝛼

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

𝑒−
|𝑥−𝜉|
𝛼 |𝑚(𝜉, 𝑡)|𝑑𝜉 < |𝑢(𝑥, 𝑡)| < 𝐶(𝜀)

4𝛼

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

𝑒−
(1−𝜀)|𝑥−𝜉|

𝛼 |𝑚(𝜉, 𝑡)|𝑑𝜉.
Therefore (4.5) and (4.6) holds.

Then we discuss the large time behavior for the support of momentum density of equation (1.2). The main idea comes from
Jiang et al.13 which solved the same problem for the Camassa-Holm equation.

Lemma 4.2. Let (𝑢, 𝑚) be a solution of (1.2), and 𝑞 be trajectories given by (3.4). Suppose that the initial data 𝑚0 ≢ 0, supp
𝑢0 ⊂ [𝑎, 𝑐] and 𝑚0 does not change sign.

(1) If 𝑚0 ≥ 0, then
lim
𝑡→+∞

𝐹 (𝑡) = 0.
(2) Suppose 𝑚0 ≤ 0. Then lim𝑡→+∞ 𝐸(𝑡) = 0 for 𝑘 odd, lim𝑡→+∞ 𝐹 (𝑡) = 0 for 𝑘 even.

Proof. Easy to see that 𝑚0 ≢ 0, supp 𝑚0 ⊂ [𝑎, 𝑐]. We first consider the case 𝛼 > 𝛽 > 0.
When 𝑚0(𝑥) ≥ 0, we have from (3.5) that 𝑚(𝑥, 𝑡) ≥ 0. Hence 𝑢 = 𝐺 ∗ 𝑚 ≥ 0. Use contradiction argument, we assume that

lim
𝑡→+∞

𝐹 (𝑡) ≠ 0.

Since 𝐹 (𝑡) > 0, there exists a constant 𝜖0 > 0, such that for any 𝑇 > 0, there exists 𝑡 > 𝑇 , satisfying 𝐹 (𝑡) ≥ 𝜖0.
For 𝑥 < 𝑎, from (3.4) and the first inequality in (4.4) we have

𝑑
𝑑𝑡

𝑞(𝑥, 𝑡) = 𝑢𝑘(𝑞(𝑥, 𝑡), 𝑡) ≥ 1
2𝑘 (𝛼 + 𝛽)𝑘

𝑒
𝑘𝑞
𝛼 𝐹 𝑘(𝑡) ≥ 1

2𝑘 (𝛼 + 𝛽)𝑘
𝑒

𝑘𝑞
𝛼 𝜖𝑘0 .

It follows that

𝑒−
𝑘𝑞
𝛼 ≤ −𝑘

𝛼
⋅

𝜖𝑘0
2𝑘(𝛼 + 𝛽)𝑘

𝑡 + 𝑒−
𝑘𝑥
𝛼 .

It is obvious that the right hand side becomes negative for sufficiently large 𝑡. This leads to a contradiction. Therefore
lim𝑡→+∞ 𝐹 (𝑡) = 0 when 𝑚0 ≥ 0.

Suppose 𝑚0 ≤ 0, we have from (3.5) that 𝑚(𝑥, 𝑡) ≤ 0. Hence 𝑢 = 𝐺 ∗ 𝑚 ≤ 0 for any 𝑡 ≥ 0. Assume 𝑘 is odd and use
contradiction argument, we assume that

lim
𝑡→+∞

𝐸(𝑡) ≠ 0.
Since 𝐸(𝑡) > 0, there exists a constant 𝜖0 > 0, such that for any 𝑇 > 0, there exists 𝑡 > 𝑇 , satisfying 𝐸(𝑡) ≥ 𝜖0.

For 𝑥 > 𝑐, from (3.4) and the first inequality in (4.3) we have
𝑑
𝑑𝑡

𝑞(𝑥, 𝑡) = 𝑢𝑘(𝑞(𝑥, 𝑡), 𝑡) ≤ −1
2𝑘(𝛼 + 𝛽)𝑘

𝑒−
𝑘𝑞
𝛼 𝐸𝑘(𝑡) ≤ −1

2𝑘(𝛼 + 𝛽)𝑘
𝑒−

𝑘𝑞
𝛼 𝜖𝑘0 .

It follows that
𝑒

𝑘𝑞
𝛼 ≤ 𝑘

𝛼
⋅

−1
2𝑘(𝛼 + 𝛽)𝑘

𝜖𝑘0 𝑡 + 𝑒
𝑘𝑥
𝛼 .

It is obvious that the right hand side becomes negative for sufficiently large 𝑡. This leads to a contradiction. Therefore
lim𝑡→+∞ 𝐸(𝑡) = 0 when 𝑚0 ≤ 0 and 𝑘 is odd.

When 𝑘 is even, assume that lim𝑡→+∞ 𝐹 (𝑡) ≠ 0. There exists a constant 𝜖0 > 0, such that for any 𝑇 > 0, there exists 𝑡 > 𝑇 ,
satisfying 𝐹 (𝑡) ≥ 𝜖0. For 𝑥 > 𝑐, from (3.4) and the first inequality in (4.4) we have

𝑑
𝑑𝑡

𝑞(𝑥, 𝑡) = 𝑢𝑘(𝑞(𝑥, 𝑡), 𝑡) ≥ 1
2𝑘 (𝛼 + 𝛽)𝑘

𝑒
𝑘𝑞
𝛼 𝐹 𝑘(𝑡) ≥ 1

2𝑘 (𝛼 + 𝛽)𝑘
𝑒

𝑘𝑞
𝛼 𝜖𝑘0 .

Similar argument will leads to a contradiction. Hence lim𝑡→+∞ 𝐹 (𝑡) = 0 when 𝑚0 ≤ 0 and 𝑘 is even.
The case 𝛼 = 𝛽 > 0 can be proved by similar argument as above, and we only make use of the first inequalities of (4.5) and

(4.6).
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Theorem 4.3. Assume that (𝑢, 𝑚) is a solution of (1.2), and 𝑞 are trajectories given by (3.4). Suppose 𝑘 ≤ 𝑏, 𝑚0 has compact
support in [𝑎, 𝑐], 𝑚0 does not change sign and belongs to 𝐿𝑘∕𝑏.

(1) If 𝑚0(𝑥) ≥ 0 or 𝑚0(𝑥) ≤ 0 and 𝑘 is even, then

lim
𝑡→+∞

𝑞(𝑐, 𝑡) = +∞.

(2) If 𝑚0(𝑥) ≤ 0 and 𝑘 is odd, then
lim
𝑡→+∞

𝑞(𝑎, 𝑡) = −∞.

Proof. (1) We first consider the case 𝑘 < 𝑏. By conservation law (3.2), we have
𝑐

∫
𝑎

|𝑚0|𝑘∕𝑏𝑑𝑥 =

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚(𝜉, 𝑡)|𝑘∕𝑏𝑑𝜉
≤

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚|𝑒−𝜉∕𝛼𝑑𝜉 ⋅ ( 𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

𝑒
𝑘𝑥

𝛼(𝑏−𝑘) 𝑑𝑥
)𝑏−𝑘∕𝑏

= 𝐹 (𝑡) ⋅
(𝛼(𝑏 − 𝑘)

𝑘
(𝑒

𝑘
𝛼(𝑏−𝑘)

𝑞(𝑐,𝑡) − 𝑒
𝑘

𝛼(𝑏−𝑘)
𝑞(𝑎,𝑡))

)𝑏−𝑘∕𝑏
.

By Lemma 4.2, we know that lim𝑡→+∞ 𝐹 (𝑡) = 0 when 𝑚0 ≥ 0, or 𝑚0 ≤ 0 and 𝑘 is even. Hence

lim
𝑡→+∞

𝑒
𝑘

𝛼(𝑏−𝑘)
𝑞(𝑐,𝑡) − 𝑒

𝑘
𝛼(𝑏−𝑘)

𝑞(𝑎,𝑡) = +∞.

Therefore, lim𝑡→+∞ 𝑞(𝑐, 𝑡) = +∞ when 𝑚0 ≥ 0, or 𝑚0 ≤ 0 and 𝑘 is even.
Similarly, when 𝑚0 ≤ 0 and 𝑘 is odd, we have

𝑐

∫
𝑎

|𝑚0|𝑘∕𝑏𝑑𝑥 =

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚(𝜉, 𝑡)|𝑘∕𝑏𝑑𝜉
≤

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚|𝑒𝜉∕𝛼𝑑𝜉 ⋅ ( 𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

𝑒−
𝑘𝑥

𝛼(𝑏−𝑘) 𝑑𝑥
)𝑏−𝑘∕𝑘

= 𝐸(𝑡) ⋅
(𝛼(𝑏 − 𝑘)

𝑘
(𝑒−

𝑘
𝛼(𝑏−𝑘)

𝑞(𝑎,𝑡) − 𝑒−
𝑘

𝛼(𝑏−𝑘)
𝑞(𝑐,𝑡))

)𝑏−𝑘∕𝑘
.

We know from Lemma 4.2 that lim𝑡→+∞ 𝐸(𝑡) = 0 when 𝑚0 ≤ 0 and 𝑘 is odd, hence

lim
𝑡→+∞

𝑒−
𝑘

𝛼(𝑏−𝑘)
𝑞(𝑎,𝑡) − 𝑒−

𝑘
𝛼(𝑏−𝑘)

𝑞(𝑐,𝑡) = +∞.

Therefore, lim𝑡→+∞ 𝑞(𝑎, 𝑡) = −∞ when 𝑚0 ≤ 0 and 𝑘 is odd. Theorem holds for 𝑘 < 𝑏.
(2) When 𝑘 = 𝑏, by conservation law (3.2), we have

𝑐

∫
𝑎

|𝑚0|𝑑𝑥 =

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚(𝜉, 𝑡)|𝑑𝜉 ≤ 𝑒
𝑞(𝑐,𝑡)
𝛼 ⋅

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚|𝑒− 𝜉
𝛼 𝑑𝜉 = 𝑒

𝑞(𝑐,𝑡)
𝛼 ⋅ 𝐹 (𝑡).

By Lemma 4.2, we know lim𝑡→+∞ 𝐹 (𝑡) = 0 when 𝑚0 ≥ 0, or 𝑚0 ≤ 0 and 𝑘 is even. Hence lim𝑡→+∞ 𝑞(𝑐, 𝑡) = +∞ when 𝑚0 ≥ 0,
or 𝑚0 ≤ 0 and 𝑘 is even.

On the other hand, when 𝑚0 ≤ 0 and 𝑘 is odd, we have
𝑐

∫
𝑎

|𝑚0|𝑑𝑥 =

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚(𝜉, 𝑡)|𝑑𝜉 ≤ 𝑒
𝑞(𝑎,𝑡)
𝛼 ⋅

𝑞(𝑐,𝑡)

∫
𝑞(𝑎,𝑡)

|𝑚|𝑒 𝜉
𝛼 𝑑𝜉 = 𝑒

𝑞(𝑎,𝑡)
𝛼 ⋅ 𝐸(𝑡).

We know from Lemma 4.2 that lim𝑡→+∞ 𝐸(𝑡) = 0 when 𝑚0 ≤ 0 and 𝑘 is odd, hence lim𝑡→+∞ 𝑞(𝑎, 𝑡) = −∞ in present case.
Theorem holds for 𝑘 = 𝑏.

Theorem 4.4. Assume (𝑢, 𝑚) is a solution of (1.2), and 𝑞 are trajectories given by (3.4). Suppose 0 < 𝑏 < 𝑘, 𝑚0 has compact
support in [𝑎, 𝑐], 𝑚0 does not change sign and belongs to 𝐿𝑘∕𝑏.
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(1) If 𝑚0 ≥ 0 or 𝑚0 ≤ 0 and 𝑘 is even, then

lim
𝑡→+∞

𝑞(𝑐, 𝑡) − 2𝛼(𝑘 − 𝑏)

𝑡

∫
0

inf
𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)]

𝑢𝑘−1𝑢𝑥𝑑𝑠 = +∞.

(2) If 𝑚0 ≤ 0 and 𝑘 is odd, then

lim
𝑡→+∞

−𝑞(𝑎, 𝑡) − 2𝛼(𝑘 − 𝑏)

𝑡

∫
0

inf
𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)]

𝑢𝑘−1𝑢𝑥𝑑𝑠 = +∞.

Proof. From the proof of Theorem 3.4, we know that 𝑢 and 𝑢𝑥 are bounded for 0 < 𝑏 < 𝑘. Multiply sign(𝑚) to the first line of
(1.2), integrate with respect to 𝑥 over ℝ, we obtain

𝑑
𝑑𝑡 ∫

ℝ

|𝑚(𝑥, 𝑡)|𝑑𝑥 = −∫
ℝ

(
(|𝑚|)𝑥𝑢𝑘 + 𝑏|𝑚|𝑢𝑘−1𝑢𝑥)𝑑𝑥

= (𝑘 − 𝑏)∫
ℝ

|𝑚|𝑢𝑘−1𝑢𝑥𝑑𝑥
≥ (𝑘 − 𝑏) inf

𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)]
𝑢𝑘−1𝑢𝑥 ⋅ ∫

ℝ

|𝑚(𝑥, 𝑡)|𝑑𝑥.
Thus,

∫
ℝ

|𝑚(𝑥, 𝑡)|𝑑𝑥 ≥ 𝑒(𝑘−𝑏) ∫ 𝑡
0 inf𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)] 𝑢𝑘−1𝑢𝑥𝑑𝑠 ⋅ ∫

ℝ

|𝑚0|𝑑𝑥. (4.7)

By Hölder’s inequality and conservation law (3.2), we have

∫
ℝ

|𝑚(𝑥, 𝑡)|𝑑𝑥 =∫
ℝ

|𝑚(𝑥, 𝑡)|1∕2|𝑚(𝑥, 𝑡)|1∕2𝑒−𝑥∕2𝛼𝑒𝑥∕2𝛼𝑑𝑥
≤(∫

ℝ

|𝑚(𝑥, 𝑡)|𝑘∕𝑏𝑑𝑥)𝑏∕2𝑘
⋅
(
∫
ℝ

|𝑚(𝑥, 𝑡)|𝑒−𝑥∕2𝛼𝑑𝑥)1∕2
⋅
(
∫
ℝ

𝑒
𝑘𝑥

𝛼(𝑘−𝑏) 𝑑𝑥
)𝑘−𝑏∕2𝑘

=
(
∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥)𝑏∕2𝑘
⋅ 𝐹 (𝑡)1∕2 ⋅

(𝛼(𝑘 − 𝑏)
𝑘

(
𝑒

𝑘
𝛼(𝑘−𝑏)

𝑞(𝑐,𝑡) − 𝑒
𝑘

𝛼(𝑘−𝑏)
𝑞(𝑎,𝑡)))𝑘−𝑏∕2𝑘

.

(4.8)

Meanwhile, similar argument leads to

∫
ℝ

|𝑚(𝑥, 𝑡)|𝑑𝑥 =∫
ℝ

|𝑚(𝑥, 𝑡)|1∕2|𝑚(𝑥, 𝑡)|1∕2𝑒𝑥∕2𝛼𝑒−𝑥∕2𝛼𝑑𝑥
≤(∫

ℝ

|𝑚(𝑥, 𝑡)|𝑘∕𝑏𝑑𝑥)𝑏∕2𝑘
⋅
(
∫
ℝ

|𝑚(𝑥, 𝑡)|𝑒𝑥∕𝛼𝑑𝑥)1∕2
⋅
(
∫
ℝ

𝑒−
𝑘𝑥

𝛼(𝑘−𝑏) 𝑑𝑥
)𝑘−𝑏∕2𝑘

=
(
∫
ℝ

|𝑚0|𝑘∕𝑏𝑑𝑥)𝑏∕2𝑘
⋅ 𝐸(𝑡)1∕2 ⋅

(𝛼(𝑘 − 𝑏)
𝑘

(
𝑒−

𝑘
𝛼(𝑘−𝑏)

𝑞(𝑎,𝑡) − 𝑒−
𝑘

𝛼(𝑘−𝑏)
𝑞(𝑐,𝑡)))𝑘−𝑏∕2𝑘

.

(4.9)

When 𝑚0 ≥ 0 or 𝑚0 ≤ 0 and 𝑘 is even, we know 𝐹 (𝑡) converges to zero as 𝑡 goes to infinity from Lemma 4.2. Therefore, from
(4.7) and (4.8), we obtain(

𝑒
𝑘

𝛼(𝑘−𝑏)
𝑞(𝑐,𝑡) − 𝑒

𝑘
𝛼(𝑘−𝑏)

𝑞(𝑎,𝑡)) ⋅ 𝑒−2𝑘 ∫ 𝑡
0 inf𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)] 𝑢𝑘−1𝑢𝑥𝑑𝑠 → +∞, as 𝑡 → +∞.

Hence,

𝑞(𝑐, 𝑡) − 2𝛼(𝑘 − 𝑏)

𝑡

∫
0

inf
𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)]

𝑢𝑘−1𝑢𝑥𝑑𝑠 → +∞, as 𝑡 → +∞.

When 𝑚0 ≤ 0 and 𝑘 is odd, we know 𝐸(𝑡) converges to zero as 𝑡 goes to infinity from Lemma 4.2. By similar argument as
above, we obtain from (4.7) and (4.9) that(

𝑒−
𝑘

𝛼(𝑘−𝑏)
𝑞(𝑎,𝑡) − 𝑒−

𝑘
𝛼(𝑘−𝑏)

𝑞(𝑐,𝑡)) ⋅ 𝑒−2𝑘 ∫ 𝑡
0 inf𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)] 𝑢𝑘−1𝑢𝑥𝑑𝑠 → +∞, as 𝑡 → +∞.
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Hence,

−𝑞(𝑎, 𝑡) − 2𝛼(𝑘 − 𝑏)

𝑡

∫
0

inf
𝑥∈[𝑞(𝑎,𝑡),𝑞(𝑐,𝑡)]

𝑢𝑘−1𝑢𝑥𝑑𝑠 → +∞, as 𝑡 → +∞.

The proof of theorem is finished.

5 PERSISTENCE PROPERTY

In this section, we build the persistence property for the solutions of (1.2) in weighted Sobolev spaces.

Definition 5.1. A non-negative function 𝑣 ∶ ℝ𝑛 → ℝ is called sub-multiplicative if 𝑣(𝑥+ 𝑦) ≤ 𝑣(𝑥)𝑣(𝑦) holds for all 𝑥, 𝑦 ∈ ℝ𝑛.

Definition 5.2. Given a sub-multiplicative function 𝑣. A positive function 𝜙 ∶ ℝ𝑛 → ℝ is called 𝑣-moderate if there exists a
constant 𝐶0 > 0 such that 𝜙(𝑥 + 𝑦) ≤ 𝐶0𝑣(𝑥)𝜙(𝑦) holds for all 𝑥, 𝑦 ∈ ℝ𝑛.

It is proved in Brandolese40 that 𝜙 is 𝑣-moderate if and only if the weighted Young’s inequality‖(𝑓1 ∗ 𝑓2)𝜙‖𝐿𝑝 ≤ 𝐶0‖𝑓1𝑣‖𝐿1‖𝑓2𝜙‖𝐿𝑝 (5.1)

holds for any two measurable functions 𝑓1, 𝑓2 and 1 ≤ 𝑝 ≤ ∞.

Definition 5.3. We say that 𝜙 ∶ ℝ → (0,+∞) is an admissible weight for (1.2) if the following properties hold:
i) 𝜙 is locally absolutely continuous,
ii) there exists a constant 𝐴 such that |𝜙′(𝑥)| ≤ 𝐴|𝜙(𝑥)| for almost all 𝑥 ∈ ℝ,
iii) 𝜙 is v-moderate for a sub-multiplicative function v, which satisfies infℝ 𝑣 ≥ 𝛿0 > 0 and

∫
ℝ

𝑣(𝑥)𝑒−
|𝑥|

max{𝛼,𝛽} 𝑑𝑥 < 𝑀0 (5.2)

for some constants 𝛿0 and 𝑀0.

Remark 5.4. The examples for admissible weight functions can be found in Tian et al.34, such as

𝜙(𝑥) = 𝜙𝛼,𝛽,𝛾,𝛿(𝑥) = 𝑒𝛼|𝑥|𝛽 (1 + |𝑥|)𝛾 log(𝑒 + |𝑥|𝛿),
where we require that 𝛼 ≥ 0, 0 ≤ 𝛽 ≤ 1, 𝛼𝛽 < 1.

Now we state the main result of this section.

Theorem 5.5. Let 𝑢0 ∈ 𝐻𝑠(ℝ) with 𝑠 ≥ 4, and 𝑢 ∈ 𝐶([0, 𝑇 );𝐻𝑠(ℝ))∩𝐶1([0, 𝑇 );𝐻𝑠−1(ℝ)) be a strong solution to (1.2) starting
from 𝑢0. Suppose that 𝜙𝑢0, 𝜙𝑢0𝑥 ∈ 𝐿∞(ℝ) for an admissible weight function 𝜙. Then the following estimate holds‖𝜙𝑢(⋅, 𝑡)‖𝐿∞ + ‖𝜙𝑢𝑥(⋅, 𝑡)‖𝐿∞ ≤ 𝑒𝐶𝑀𝐾 𝑡 (‖𝜙𝑢0(⋅)‖𝐿∞ + ‖𝜙𝑢0𝑥(⋅)‖𝐿∞

)
, 𝑡 ∈ [0, 𝑇 ),

where constant 𝐶 depends on 𝛼, 𝛽, 𝑏, 𝑘, functions 𝑣, 𝜙, and 𝑀 ∶= sup𝑡∈[0,𝑇 ) ‖𝑢‖𝑊 4,∞ .

This theorem asserts that if the initial data possesses some exponential decay as |𝑥| goes to infinity, then for any fixed 𝑡 ∈ [0, 𝑇 )
the solution 𝑢 also possesses an exponential decay at infinity.

Proof. Rewrite (1.2) as

𝑢𝑡 + 𝑢𝑘𝑢𝑥 + 𝐺 ∗  (𝑢) = 0. (5.3)

where 𝐺 is given by (2.3) and

 (𝑢) ∶=𝑚𝑥𝑢
𝑘 + 𝑏𝑚𝑢𝑘−1𝑢𝑥 − (1 − 𝛼2𝜕2𝑥)(1 − 𝛽2𝜕2𝑥)(𝑢

𝑘𝑢𝑥).

has (𝑘 + 1) degree of nonlinearities on 𝑢, and up to fourth-order derivatives of 𝑢 with respect to 𝑥. The coefficients of  (𝑢)
depend only on 𝛼, 𝛽, 𝑘 and 𝑏.

For any 𝑁 ∈ ℝ+, we define the N-truncation of 𝜙 as 𝜙𝑁 (𝑥) ∶= min{𝜙(𝑥), 𝑁}. It is easy to check that 𝜙𝑁 ∶ ℝ → ℝ
is a locally absolutely continuous function satisfying ‖𝜙𝑁‖𝐿∞ ≤ 𝑁 and |𝜙′

𝑁 | ≤ 𝐴|𝜙𝑁 | for almost every 𝑥 ∈ ℝ. Since 𝜙 is
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𝑣-moderate with infℝ 𝑣 > 0, there exists a constant 𝐶0 > 0 such that

𝜙(𝑥 + 𝑦) ≤ 𝐶0𝑣(𝑥)𝜙(𝑦), 𝑥, 𝑦 ∈ ℝ.

Hence it yields by choosing �̃�0 ∶= max{𝐶0, 𝛿−10 } that

𝜙𝑁 (𝑥 + 𝑦) =min{𝜙(𝑥 + 𝑦), 𝑁} ≤ min{𝐶0𝑣(𝑥)𝜙(𝑦), 𝑁}

≤max{𝐶0,
1

infℝ 𝑣
}𝑣(𝑥)min{𝜙(𝑦), 𝑁}

≤�̃�0𝑣(𝑥)𝜙𝑁 (𝑦), 𝑥, 𝑦 ∈ ℝ.

The N-truncation function 𝜙𝑁 is also 𝑣-moderate. Therefore, 𝜙𝑁 is an admissible weight.
From the definition of  (𝑢), it is easy to check for any 𝑝 ∈ [1,+∞] that

‖𝜙𝑁 (𝑢)‖𝐿𝑝 ≤𝐶1(𝛼, 𝛽, 𝑘, 𝑏)
( 4∑

𝑖=0
‖𝜕𝑖𝑥𝑢‖𝑘𝐿∞

)
⋅
(‖𝜙𝑁𝑢‖𝐿𝑝 + ‖𝜙𝑁𝑢𝑥‖𝐿𝑝

)
≤𝐶1(𝛼, 𝛽, 𝑘, 𝑏)𝑀𝑘

(‖𝜙𝑁𝑢‖𝐿𝑝 + ‖𝜙𝑁𝑢𝑥‖𝐿𝑝

)
. (5.4)

Now we derive differential inequalities for 𝜙𝑁𝑢 and 𝜙𝑁𝑢𝑥 respectively. Multiplying (5.3) by |𝜙𝑁𝑢|𝑝−2𝜙2
𝑁𝑢, 2 ≤ 𝑝 < +∞,

integrating over ℝ, we have

‖𝜙𝑁𝑢‖𝑝−1𝐿𝑝
𝑑
𝑑𝑡

‖𝜙𝑁𝑢‖𝐿𝑝 = −∫
ℝ

𝑢𝑘−1|𝜙𝑁𝑢|𝑝𝑢𝑥𝑑𝑥 − ∫
ℝ

𝜙𝑁
(
𝐺 ∗  (𝑢)

)|𝜙𝑁𝑢|𝑝−2𝜙𝑁𝑢𝑑𝑥 =∶ 𝐽1 + 𝐽2. (5.5)

It is easy to check that |𝐽1| ≤ ‖𝑢𝑘−1𝑢𝑥‖𝐿∞ ⋅ ‖𝜙𝑁𝑢‖𝑝𝐿𝑝 ≤ 𝐶1(𝑘)
(‖𝑢‖𝑘𝐿∞ + ‖𝑢𝑥‖𝑘𝐿∞

)
⋅ ‖𝜙𝑁𝑢‖𝑝𝐿𝑝 . (5.6)

By Hölder’s inequality, we know |𝐽2| ≤ ‖𝜙𝑁
(
𝐺 ∗  (𝑢)

)‖𝐿𝑝 ⋅ ‖𝜙𝑁𝑢‖𝑝−1𝐿𝑝 .

Since 𝜙𝑁 is an admissible weight, we have by using (5.1) and (5.2) that‖𝜙𝑁 (𝐺 ∗  (𝑢))‖𝐿𝑝 ≤ �̃�0‖𝐺𝑣‖𝐿1 ⋅ ‖𝜙𝑁 (𝑢)‖𝐿𝑝 ≤ 𝐶2(𝐶0, 𝛿0,𝑀0, 𝛼, 𝛽) ⋅ ‖𝜙𝑁 (𝑢)‖𝐿𝑝 .

Thus, we have |𝐽2| ≤ 𝐶2(𝐶0, 𝛿0,𝑀0, 𝛼, 𝛽) ⋅ ‖𝜙𝑁 (𝑢)‖𝐿𝑝 ⋅ ‖𝜙𝑁𝑢‖𝑝−1𝐿𝑝 . (5.7)
Put (5.6) and (5.7) into (5.5), we obtain for any 2 ≤ 𝑝 < +∞ that

𝑑
𝑑𝑡

‖𝜙𝑁𝑢‖𝐿𝑝 ≤ 𝐶1(𝑘)
(‖𝑢‖𝑘𝐿∞ + ‖𝑢𝑥‖𝑘𝐿∞

)‖𝜙𝑁𝑢‖𝐿𝑝 + 𝐶2(𝐶0, 𝛿0,𝑀0, 𝛼, 𝛽)‖𝜙𝑁 (𝑢)‖𝐿𝑝 . (5.8)

In order to derive a differential inequality for 𝜙𝑁𝑢𝑥, we first take derivatives of (5.3) with respect to 𝑥. It is derived that

𝑢𝑥𝑡 + 𝑘𝑢𝑘−1𝑢2𝑥 + 𝑢𝑘𝑢𝑥𝑥 + 𝜕𝑥(𝐺 ∗  (𝑢)) = 0.

Multiplying the above equation by |𝜙𝑁𝑢𝑥|𝑝−2𝜙2
𝑁𝑢𝑥, 𝑝 ∈ [2,+∞), and integrating over the real line, one has

‖𝜙𝑁𝑢𝑥‖𝑝−1𝐿𝑝
𝑑
𝑑𝑡

‖𝜙𝑁𝑢𝑥‖𝐿𝑝

= −𝑘∫
ℝ

𝑢𝑘−1|𝜙𝑁𝑢𝑥|𝑝−2𝜙2
𝑁𝑢

3
𝑥𝑑𝑥 − ∫

ℝ

𝑢𝑘𝑢𝑥𝑥|𝜙𝑁𝑢𝑥|𝑝−2𝜙2
𝑁𝑢𝑥𝑑𝑥 − ∫

ℝ

𝜕𝑥
(
𝐺 ∗  (𝑢)

)
⋅ |𝜙𝑁𝑢𝑥|𝑝−2𝜙2

𝑁𝑢𝑥𝑑𝑥

=∶ 𝐽3 + 𝐽4 + 𝐽5. (5.9)
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Note that |𝜙′
𝑁 | ≤ 𝐴|𝜙𝑁 | almost everywhere over ℝ. Direct computation gives

|𝐽4| = |||∫
ℝ

(
(𝜙𝑁𝑢𝑥)𝑥 − (𝜙𝑁 )𝑥𝑢𝑥

)
𝑢𝑘|𝜙𝑁𝑢𝑥|𝑝−2𝜙𝑁𝑢𝑥𝑑𝑥

|||
= |||∫

ℝ

𝑢𝑘𝜕𝑥
(|𝜙𝑁𝑢𝑥|𝑝

𝑝

)
𝑑𝑥 − ∫

ℝ

𝑢𝑘|𝜙𝑁𝑢𝑥|𝑝−2𝜙𝑁𝑢
2
𝑥(𝜙𝑁 )𝑥𝑑𝑥

|||
≤ 𝑘

𝑝
‖𝑢𝑘−1𝑢𝑥‖𝐿∞‖𝜙𝑁𝑢𝑥‖𝑝𝐿𝑝 + 𝐴‖𝑢‖𝑘𝐿∞‖𝜙𝑁𝑢𝑥‖𝑝𝐿𝑝

≤ 𝐶3(𝑘,𝐴)
(‖𝑢‖𝑘𝐿∞ + ‖𝑢𝑥‖𝑘𝐿∞

)‖𝜙𝑁𝑢𝑥‖𝑝𝐿𝑝 , (5.10)

|𝐽3| ≤ 𝑘‖𝑢𝑘−1𝑢𝑥‖𝐿∞ ⋅ ‖𝜙𝑁𝑢𝑥‖𝑝𝐿𝑝 ≤ 𝐶4(𝑘)
(‖𝑢‖𝑘𝐿∞ + ‖𝑢𝑥‖𝑘𝐿∞

)
⋅ ‖𝜙𝑁𝑢𝑥‖𝑝𝐿𝑝 . (5.11)

By Hölder’s inequality, we have |𝐽5| ≤ ‖𝜙𝑁𝜕𝑥
(
𝐺 ∗  (𝑢)

)‖𝐿𝑝 ⋅ ‖𝜙𝑁𝑢𝑥‖𝑝−1𝐿𝑝 .

By (5.1), (5.2) and the fact 𝜕𝑥𝐺 = −𝛼
𝛼2−𝛽2

sign(𝑥)𝑔1 +
𝛽

𝛼2−𝛽2
sign(𝑥)𝑔2 in weak sense, we have

‖𝜙𝑁𝜕𝑥
(
𝐺 ∗  (𝑢)

)‖𝐿𝑝 ≤ �̃�0‖(𝜕𝑥𝐺)𝑣‖𝐿1‖𝜙𝑁 (𝑢)‖𝐿𝑝 ≤ 𝐶5(𝐶0, 𝛿0,𝑀0, 𝛼, 𝛽) ⋅ ‖𝜙𝑁 (𝑢)‖𝐿𝑝 .

Hence |𝐽5| ≤ 𝐶5(𝐶0, 𝛿0,𝑀0, 𝛼, 𝛽) ⋅ ‖𝜙𝑁 (𝑢)‖𝐿𝑝 ⋅ ‖𝜙𝑁𝑢𝑥‖𝑝−1𝐿𝑝 . (5.12)
Put (5.10), (5.11) and (5.12) into (5.9), we obtain for any 2 ≤ 𝑝 < +∞ that

𝑑
𝑑𝑡

‖𝜙𝑁𝑢𝑥‖𝐿𝑝 ≤ 𝐶6(𝑘,𝐴)
(‖𝑢‖𝑘𝐿∞ + ‖𝑢𝑥‖𝑘𝐿∞

)
⋅ ‖𝜙𝑁𝑢𝑥‖𝐿𝑝 + 𝐶5(𝐶0, 𝛿0,𝑀0, 𝛼, 𝛽)‖𝜙𝑁 (𝑢)‖𝐿𝑝 . (5.13)

Add (5.8) and (5.13) together. By making use of inequality (5.4), we obtain
𝑑
𝑑𝑡

(‖𝜙𝑁𝑢‖𝐿𝑝 + ‖𝜙𝑁𝑢𝑥‖𝐿𝑝

)
≤𝐶7(𝑘,𝐴)

(‖𝑢‖𝑘𝐿∞ + ‖𝑢𝑥‖𝑘𝐿∞

)
⋅
(‖𝜙𝑁𝑢‖𝐿𝑝 + ‖𝜙𝑁𝑢𝑥‖𝐿𝑝

)
+ 𝐶8(𝐶0, 𝛿0,𝑀0, 𝛼, 𝛽)‖𝜙𝑁 (𝑢)‖𝐿𝑝

≤𝐶(𝛼, 𝛽, 𝑘, 𝑏, 𝐴, 𝐶0, 𝛿0,𝑀0)𝑀𝑘 ⋅
(‖𝜙𝑁𝑢‖𝐿𝑝 + ‖𝜙𝑁𝑢𝑥‖𝐿𝑝

)
.

By Grönwall’s inequality, we have‖𝜙𝑁𝑢‖𝐿𝑝 + ‖𝜙𝑁𝑢𝑥‖𝐿𝑝 ≤ 𝑒𝐶𝑀𝑘𝑡(‖𝜙𝑁𝑢0‖𝐿𝑝 + ‖𝜙𝑁𝑢0𝑥‖𝐿𝑝).

Note that 𝐶 and 𝑀 are independent of 𝑝 ∈ [2,∞) and 𝑁 ∈ ℝ+. Letting 𝑝 → +∞, it implies that‖𝜙𝑁𝑢‖𝐿∞ + ‖𝜙𝑁𝑢𝑥‖𝐿∞ ≤ 𝑒𝐶𝑀𝑘𝑡(‖𝜙𝑁𝑢0‖𝐿∞ + ‖𝜙𝑁𝑢0𝑥‖𝐿∞).

Finally, letting 𝑁 → +∞ completes the proof of this theorem.
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