
P
os
te
d
on

3
F
eb

20
23

—
C
C
-B

Y
4.
0
—

h
tt
p
s:
//
d
oi
.o
rg
/1
0.
22
54
1/
au

.1
67
54
36
51
.1
29
17
3
84
/v

1
—

T
h
is

a
p
re
p
ri
n
t
an

d
h
as

n
ot

b
ee
n
p
ee
r
re
v
ie
w
ed
.
D
at
a
m
ay

b
e
p
re
li
m
in
ar
y.

Tim Zhang1, Amirali Amirsoleimani2, Mostafa Rahimi Azghadi3, Jason K Eshraghian4,
Roman Genov5, and Yu Xia1

1Department of Bioengineering, McGill University
2Department of Electrical Engineering and Computer Science, York University
3College of Science and Engineering, James Cook University
4Department of Electrical and Computer Engineering, UC Santa Cruz
5Department of Electrical and Computer Engineering, University of Toronto

February 3, 2023

1



SSCAE: A Neuromorphic SNN Autoencoder for
sc-RNA-seq Dimensionality Reduction

Tim Zhang1, Amirali Amirsoleimani2, Jason K. Eshraghian3, Mostafa Rahimi Azghadi4, Roman Genov5, and Yu Xia1

1Department of Bioengineering, McGill University, Montreal H3A 0E9, Canada
2Department of Electrical Engineering and Computer Science, York University, Toronto ON M3J 1P3, Canada

3Department of Electrical and Computer Engineering, UC Santa Cruz, CA 95064, United States
4College of Science and Engineering, James Cook University, QLD 4811, Australia

5Department of Electrical and Computer Engineering, University of Toronto, Toronto M5S, Canada

Abstract—Single-cell RNA sequencing is an emerging tech-
nique in the field of biology that departs radically from the
previous assumption of gene-expression homogeneity within a
tissue. The large quantity of data generated by this technology
enables discoveries of cellular biology and disease mechanics that
were previously not possible, and calls for accurate, scalable,
and efficient processing pipelines. In this work, we propose
SSCAE (spiking single-cell autoencoder), a novel SNN-based
autoencoder for sc-RNA-seq dimensionality reduction. We apply
this architecture to a variety of datasets, and the results show that
it can match and surpass the performance of current state-of-the-
art techniques. Moreover, the potential of this technique lies in
its ability to be scaled up and to take advantage of neuromorphic
hardware, circumventing the memory bottleneck that currently
limits the size of sequencing datasets that can be processed.

Index Terms—Single Cell RNA, Next-gen sequencing, Spiking
Neural Network, Deep Learning

I. INTRODUCTION

RNA sequencing has been a fundamental technique in the
field of biology and genomics, giving researchers the ability to
quantitatively analyze the mRNA molecules within samples,
thus enabling downstream studies in cellular processes. Se-
quencing technologies have undergone multiple iterations of
improvements to throughput, speed, and accuracy. The recent
popularization of next-gen sequencing (NGS) has fueled the
emergence of the single-cell RNA sequencing (sc-RNA-seq)
field, pioneered in 2009 [1]. Departing from the conventional
bulk RNA-seq technologies only capable of reflecting gene
expression profiles on the population level, single-cell RNA
sequencing (sc-RNA-seq) allows for the reading of transcrip-
tomes on the individual cell level.

Recently, it was shown that gene expression is hetero-
geneous within a population [2], [3], departing from the
previous assumption that cell populations within the tissue are
homogeneous. It is deduced that expression heterogeneities
can lead to cell differentiation [4] and cancer progression [5],
[6].

The general data processing pipeline is shown in Fig.1.
The raw counts are first sequenced with technologies such as
NGS followed by alignment and deduplication. Preprocessing
is performed to remove low-quality cells and normalize data.

Dimensionality reduction is then applied to the processed
reads-matrices before potential clustering and classification.
Visualizing the cells in lower dimensions is essential for
downstream applications in order to identify cell groups and
cell lineages.

The main challenge facing sc-RNA-seq data analysis is the
amount of noise present in the data, which has proven to be
much more significant than noise in bulk RNA sequencing [7].
Common dimensionality-reduction methods, including PCA
and t-SNE, are widely applied to sc-RNA-seq datasets. How-
ever, such conventional techniques suffer from such noisy data
which leads to significant performance degradation. Addition-
ally, such techniques also struggle with preserving large-scale
information such as intercluster relationships [8].

Recent advances in machine learning and ANNs (artificial
neural networks) have enabled new sc-RNA-seq data process-
ing techniques based on autoencoders [9]–[15], and tends to
better capture the underlying data representations compared
to rule-based heuristics. A hurdle facing deep autoencoder
architectures and large-scale neural networks for sc-RNA-seq
processing is the immense amount of data that is needed, and
potentially limits scalability on modern hardware accelerators.

Spiking neural networks (SNNs) are a new breed of ANN
that more closely resemble a biological neural network, where
information is communicated between neurons in sparse bi-
nary spike trains instead of high precision activations, as in
conventional deep neural networks. It is considered to be the
third generation of neural networks [16]. Such a network can
be much faster to execute on neuromorphic hardware [17], [18]
and also boasts high noise tolerance [19], [20], both of which
are characteristics that offer practical benefits to sc-RNA-seq.

In this work, we propose SSCAE (spiking single-cell au-
toencoder), a novel SNN-based autoencoder architecture for
single-cell RNA sequencing (sc-RNA-seq) data dimensionality
reduction. We apply this architecture on a variety of datasets,
and the results show that it is able to match and surpass the per-
formance of current state-of-art techniques. The objective of
this work is to demonstrate the efficacy of using neuromorphic
computing in the field of bioinformatics and we demonstrate
a series of advantages that it may offer in applications. To
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Fig. 1: SSCAE pipeline overview: Cell mixtures collected from tissues are first sequenced, then the reads matrix is passed as
input to the spiking autoencoder. The cells embedded in the lower-dimensional space are visualized and clustered.

the best of our knowledge, this is the first work to utilize
neuromorphic algorithms in the field of bioinformatics, as
applied to single-cell RNA sequencing data.

II. METHODS

A. Network Architecture

Our work builds the autoencoder using the snnTorch frame-
work from [21]. A leaky integrate-and-fire (LIF) neuron model
used is modelled mathematically as in Eq. 1, where U is the
membrane potential, β is the decay rate, W is the weight
matrix, Sout is the output spike generated by the neuron, and
θ is the firing threshold of the neuron. Direct-input-encoding
scheme is used as in [22], where input data is treated as a
current X injected into a neuron. Backpropagation through
time (BPTT) is used to train the network (Eq.2), where L
is the loss, W [s] is the weight at time [s], noting that W is
the same across all time s. In the forward pass, a Heaviside
step function is used to model neuronal spiking. As it is a
non-differentiable function, a surrogate gradient function is
required to approximate the Heaviside function for gradient
calculation. The arctan surrogate gradient is chosen to mitigate
the “dead neuron” and “vanishing gradient” problem [21],
[23], as it provided the best results when compared with other
surrogate gradient functions during testing.

U [t] = βU [t− 1]︸ ︷︷ ︸
decay

+WX[t]︸ ︷︷ ︸
input

−Sout [t− 1]θ︸ ︷︷ ︸
reset

(1)

∂L
∂W

=
∑
t

∂L[t]
∂W

=
∑
t

∑
s≤t

∂L[t]
∂W [s]

∂W [s]

∂W
(2)

The architecture consists of a 3-layer encoder network and
a 3-layer decoder network, with a latent dimension of 2.
A dropout layer is added at the input to counter the effect
of dropout noise from sequencing. Inspired by [9], [24], a
zero-inflation (ZI) layer is added after the decoder, which
models the dropout event with a probability distribution of
e−ỹ2

, where ỹ is the reconstructed value of a gene. Since
backpropagation cannot function on probability distributions,
a Gumbel-softmax distribution is used for reparameterization
[9], [25]. The firing threshold is set to a large value θ → ∞

for the final layer and its membrane potential is used as the
reconstructed value.

B. Datasets

Multiple datasets were used for validating SSCAE, all of
which are acquired from the collection at Sanger Institute.
Results from the four most demonstrative datasets are pre-
sented to illustrate the behavior of SSCAE under a variety
of conditions, cell-types, sample sizes, and difficulties, com-
paring SSCAE against the three other most commonly used
methods: PCA, t-SNE, and UMAP. Out of these, two datasets
are obtained from [26] encompassing 14 cell-types from the
transcriptomic map of human pancreases, one is obtained
from [27] of human embryonic cells, and one is from [28]
sequencing human embryonic cells.

Each dataset is preprocessed using the Bioconductor pack-
age in R [29]. Raw reads are first quality-controlled to remove
low-quality sequences, followed by normalization and log-
transformation.

C. Performance Metrics

To quantitatively and qualitatively benchmark our unsuper-
vised learning algorithm, we employ the following metrics. For
NMI and ARI, K-means is first applied to the dimensionality-
reduced data.

1) Silhouette Coefficient: The silhouette coefficient is a
common technique for evaluating supervised learning algo-
rithms defined by Eq. 3, where CI is the number of points in
class I , d(i, j) is the distance between data points i and j in
class I . The coefficient measures the quality of the clusters
by calculating the ratio between the intra-cluster distances
(compactness) with the inter-cluster distances (separation),
ranging from -1 to 1, where a score closer to 1 indicates more
distinct clusters.

a(i) =
1

|CI | − 1

∑
j∈CI ,i̸=j

d(i, j)

b(i) = min
J ̸=I

1

|CJ |
∑
j∈CJ

d(i, j)

s(i) =
b(i)− a(i)

max{a(i), b(i)}
, if |CI | > 1

(3)
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Fig. 2: The lower-dimensional representation of the cells, color-coded by the ground-truth cell-type labels.

2) Normalized Mutual Information (NMI): NMI is defined
as in Eq. 4, where X is the predicted label, Y is the ground
truth label, X(X,Y ) is the mutual information between X and
Y, H(X) and H(Y ) are the entropies of X and Y .

NMI(X,Y) =
I(X,Y)√
H(X)H(Y)

(4)

3) Adjusted Rand Index: ARI is another common metric of
cluster validity, often used in conjunction with the NMI and is
used to measure the similarity between the predicted clusters
and ground truth clusters, calculated from the contingency
table.

4) Preservation of Pairwise Distances: Many of the down-
stream applications for sc-RNA-seq data not only requires
reduced dimensionality for the distinct clusters, but they also
demand the embedded cell populations to preserve the local
and global structure of the original data [8]. Hence, we plot
the pairwise distances between points in the latent-space ver-
sus the pairwise distances in the original higher-dimensional
space, and calculate the Pearson correlation coefficient. More-
over, we qualitatively compare the distribution of distances in
the original higher-dimensional space against the distribution
of distances in the latent space.

III. EXPERIMENTAL RESULTS

We ran SSCAE against the three other most popular tech-
niques on two of the most challenging datasets from Hemberg
Group’s collection. The dimensionality-reduced representa-
tions are shown in Fig. 2(a), each datapoint is color-coded
according to the cell-type. Visually, all four techniques show a
certain degree of class separation, with non-linear techniques,
SSCAE, t-SNE, and UMAP generating more distinct clusters
than PCA (the linear technique) across the two datasets.
Closer inspection reveals that SSCAE generally provides better
cluster separation than t-SNE and UMAP, as evidenced by the

inability of the latter two to resolve Schwann cells (dark green)
and quiescent-stellate (brown) cells. Additionally, the SSCAE
shows significantly less overlap between alpha (purple), beta
(cyan), gamma (light blue), and delta (light green) compared
to the other methods.

This observation is supported by quantitative measurements
as seen in Fig.3. Across datasets, SSCAE achieved the highest
score in all three metrics. t-SNE and UMAP exhibited similar
behaviour and shared similar NMI scores, with UMAP gen-
erally providing better results than t-SNE. Silhouette scores
show a greater advantage of SSCAE, validating the more
compact clusters and better separations.

SSCAE PCA t-SNE UMAP

NMI 0.75 0.57 0.58 0.65

ARI 0.63 0.35 0.29 0.33

Silhouette 0.41 0.14 0.20 0.25

SSCAE PCA t-SNE UMAP

NMI 0.73 0.57 0.63 0.64

ARI 0.65 0.37 0.40 0.39

Silhouette 0.49 0.23 0.20 0.16

Dataset 2

Dataset 1

Fig. 3: A heatmap showing the clustering metrics from each
of the four techniques across two datasets.
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Fig. 4: A: Distances in original higher-dimensional space vs. distances in embedded space, with Pearson coefficients. B:
Distributions of distances in original higher-dimensional space compared against distributions in embedded space.

Subsequently, the distance preservation properties are ex-
amined to investigate SSCAE’s ability to capture the original
dataset’s local and global structure. As shown in Fig.4A, all
four techniques show a positive correlation between distances
in the original higher-dimensional space versus the distances
in the embedding. Their respective Pearson correlation coef-
ficients are relatively similar. It is worth noting that, despite
similar scores, PCA and UMAP both display discontinuities
in the plots suggesting inconsistencies in the data structure
preservation. This is also evident in Fig.4B, where the dis-
tance distributions are examined in original data space and
compared with the embedded space. In dataset 1, t-SNE and
SSCAE’s distributions best resemble the original data’s normal
distribution. In dataset 2, the four techniques displayed similar
behaviour, while PCA, t-SNE and UMAP display a bimodal
behaviour, which can be visually identified in Fig.2 as the data
forms certain large clusters very far from each other, but each
large cluster contains many overlapping unresolved smaller
clusters.

IV. DISCUSSIONS AND FUTURE OUTLOOK

Through this work, SSCAE has demonstrated its efficacy in
sc-RNA-seq dimensionality reduction, resolving data clusters
while preserving the data structure. The potential of this
technique lies in its ability to be scaled up and to take

advantage of the benefits of neuromorphic hardware such
as IBM TrueNorth [30], Intel Loihi [31], and emerging in-
memory computing hardware [32], which may alleviate the
memory bottleneck currently limiting the scalability of sc-
RNA-seq processing for larger datasets. For future work, the
exact power consumption and computational time savings will
be evaluated on neuromorphic hardware and be compared
against existing techniques. Additionally, the noise tolerance
properties should be further investigated on larger datasets.

V. CONCLUSION

In this work, we proposed the novel SSCAE spiking autoen-
coder architecture designed for sc-RNA-seq data processing.
We implemented this pipeline on 2 datasets and examined the
results through several aspects, showing that our technique
is able to generate more compact clusters while maintaining
better separation between clusters. Furthermore, the local and
global data structure is more accurately preserved with SSCAE
which is essential for downstream applications. Additionally,
this work demonstrates the efficacy of neuromorphic com-
puting in the field of bioinformatics, bringing a myriad of
potential benefits including improved noise tolerance, pro-
cessing speed and computational efficiency. The hardware-
algorithm co-optimization should be further investigated and
the potential benefits will be quantified.
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