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Abstract—In this work, ensemble methods are presented and
tested as universal ways to improve the performance of Mem-
ristive Deep Neural Networks (MDNNs) with non-idealities. The
Generalized Ensemble Method and Weighted Voting ensemble
methods improve the accuracy of classification on the MNIST
dataset by 6.5% and 6.6% respectively, thus showing that they
are more effective than basic Ensemble Averaging which has been
investigated before, as well as other methods such as Voting.
Different weighting schemes for Weighted Voting were tested,
and we present Algorithm 1 and 2, which are the theoretically
and experimentally optimal weighting schemes respectively. Our
work serves as a guideline for choosing ensemble methods for
MDNN:Ss.

Index Terms—Ensemble Methods, Memristor, Crossbar,
Vector-Matrix Multiplication, Non-idealities, Neural Network.

I. INTRODUCTION

EMRISTORS are electronic components that can be
used to perform operations such as vector matrix
multiplication (VMM) entirely in memory, thus overcoming
the Von Neumann bottleneck faced by traditional systems
[1]. However, they are not perfect and face problems which
prevent them from performing at their highest capability
[2]. The main problem faced by memristors is non-idealities
[3]. These non-idealities include device-to-device variability,
random telegraph noise, and memristance drift [4] [5] [6].
Such non-idealities have been shown to negatively affect the
performance of memristive devices, and thus it is important
to develop methods to combat them [7]. Previously efforts on
mitigating non-idealities are mostly hardware-based solutions,
and there are many different proposed solutions for different
kinds of non-idealities (and even for the same non-idealities,
different research has proposed different solutions), and thus
such solutions are not feasible. Some examples of these
solutions include the ones presented in [8]-[12] which include
various approaches based on the specific type of non-ideality
tackled; even for the same non-ideality, for example device-
to-device variability, [10] and [11] present two completely
different solutions, one [10] involving an ultra-thin ALD-TiN
buffer layer, and the other [11] proposing a solution involving
increasing the roughness of bottom electrodes [13].
However, recently new research suggested a universal
method to deal with non-idealities in memristor based neural
networks: committee machines [13]; in this paper, commit-
tee machines were used to combine networks into multiple
committees, resulting in higher accuracy compared to in-
dividual networks. Committee machines combine networks
such that they perform better in committees consisting of
multiple networks compared to the individual networks [14].
The committee machines used in [13] use ensemble averaging

to linearly combine the outputs of individual networks. In this
paper, we will present some different committee machines
(interchangeably referred to as ensemble methods), including
some novel algorithms designed specifically for memristive
neural network applications, that achieve better results than
simply ensemble averaging.

II. ENSEMBLE METHODS
A. Ensemble Averaging
In ensemble averaging, the outputs of multiple networks,
each trained on the whole dataset, are linearly averaged to
produce a final output as follows, where x is the input, IV is
the number of networks, and M,; is the i*" network (so M;(x)
is the output of M; for input x): [15]
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In the case of classification, the prediction is the class with
the highest probability.

B. Generalized Ensemble Method

Generalized ensemble method (GEM) is an extension of
normal ensemble averaging (EA). In this method, each net-
work can be weighed differently, and the weights can be com-
puted using various techniques, such as using the accuracies
of the networks. The computation of the output is as follows,
where w; is the weight of the it" network: [15]
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There are many possible weighting schemes that can be chosen
for GEM. Through our testing of various weighting schemes,
we found that the most optimal one was one where each
network was assigned a weight based on its performance
relative to the other networks. The network with the highest
accuracy was assigned a weight of N (where N is the number
of networks), the network with the second highest accuracy
was assigned a weight of N-1, and so on, until the network
with the lowest accuracy was assigned a weight of 1. It
could be possible that some minor changes to this weighting
scheme could result in even better performance, such as using
a slightly greater or less weight than just the “rank” (in terms
of accuracies), however the improvement would be negligible.

C. Voting

Voting is an ensemble method that is only applicable for
classification systems, such as image classification on the
MNIST dataset which we used for testing. The idea of voting
is very simple; each individual network makes a prediction
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Fig. 1: (a) Input sent to multiple experts, instead of a single expert. (b) Four different ways of combining the outputs of multiple experts to
produce one final output. (c) Memristive vector-matrix multiplication scheme. (d) Overview of the ensemble methods pipeline.

based on its output, and the most common prediction is chosen.
This specific method is known as plurality voting [15]. If the
classes are represented as ¢ and the output of network M; for
class ¢; for an input x is represented as o] (x), which takes the
value 1 if the prediction of M; is class ¢; and 0 otherwise, then
the final prediction with voting will be the following (in this
case O refers to the predicted class itself, rather than the output
vectors as in the case of the averaging ensemble methods):

O(x) = Cargmax,; SN | of (x) 3)
D. Weighted Voting

Weighted voting is an extension of voting in which each
network can be weighed differently, similar to GEM; again,
the question is what should the optimal weighting scheme be.
In this case, with some assumptions we can mathematically
derive what the optimal weighting scheme might be [15]: Let
1= (l1,...,In)7 be the outputs of the N individual networks;
l; is the class (a digit in the case of classification on the
MNIST dataset) predicted by network M; for some input
x. Let a; be the accuracy of network M;. Then, there is
the following Bayesian optimal discriminant function for the
combined output on class c¢;:

07 (x) = log(P(c;)P(llc;)) )
We can simplify this expression as follows:
07 (x) = log(P(c;)) + log(P(I[c;)) 5

Making the assumption that the outputs of each of the N net-
works are conditionally independent, P(l|c;) = ], P(lilc;),
(5) can be further simplified as follows:
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The last term in this expression does not depend on the class
¢; and I; = ¢; can be written as the result of M} (x), so the
expression can be further simplified to the following:

(¢)) —|—ZM]

Therefore, since log(P(c;)) does not depend on the individual
networks M;, the optimal weighting scheme would have
weights computed using the following expression:

0 (x) =
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With this weighting scheme, the algorithm for weighted
voting is as follows (for the computation of weights a pro-
portionality constant of 1 was used as that was found to give
the best results in comparison to other values):

Algorithm 1 Weighted Voting

1. For each MDNN M, with accuracy a;, assign weights as
follows: w; = log(124-)

2. Compute prediction p;(x) for each M; for some input x;
let pX) = [pi1 (), .., o (x)]

3. For each class ¢; compute the following sum, where o; (x)
is equal to 1 if p;(x) = ¢; and O otherwise: Z v wio] (x)

4. The output prediction is the class ¢; which maximises this
sum, that is, p(x) = ¢

argmax >N, wioz (x)

As we will see later in this paper, this weighting scheme
does not give the best results and instead an alternative scheme
gives better results. In this weighting scheme, the 2 most
accurate of the 5 MDNNs used for testing are given an
extra vote (meaning their vote is equivalent to 2 votes rather
than 1), because in our case only 5 MDNNs were used so
increasing the weight of the most accurate MDNNSs too much
would not be beneficial as that would result in the output of
weighted voting simply being equivalent to the output of those
most accurate MDNNSs. By a similar argument, increasing the
weight by a smaller amount would almost be equivalent to an
unweighted vote. This weighted scheme is generalized for an
arbitrary amount of MDNNSs in the following algorithm:



Algorithm 2 Weighted Voting
1. Select all MDNNs whose accuracy is at least 0.5 standard
deviations greater than the mean accuracy of the MDNNS; let
X be the set containing these MDNN’s
2, ifM;eX
1, otherwise
3. Compute prediction p;(x) for each M; for some input x;
let p(x) = [p1(x), ..., pn (¥)]
4.for i =1to N do
p(x).append(p; (x))
5. Output prediction p(x) = mode(p(x))

2. Set weights as follows: w; =
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Fig. 2: (a) Detailed overview of the experiment pipeline. (b) Mapping
of the neural network layers onto the memristor crossbar.
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III. METHODOLOGY

In order to simulate the memristive networks, the MemTorch
library was used [16]. Firstly, conventional Deep Neural Net-
works (DNNs) were trained to perform image classification
on the MNIST dataset. These DNNs were not state of the art
so they achieved relatively standard results, with average test
accuracies of around 97%. Stochastic gradient descent was
used for optimization, and in order for the ensemble methods
to perform more effectively, parameters such as the learning
rate and momentum were varied for the 5 DNNs used for
testing. The DNNs were then converted to Memristive Deep
Neural Networks (MDNNG5) using the MemTorch library; the
VTEAM model for memristors was used with a time series
resolution of 1e-10 [17]. The Conv2d and Linear layers from
the DNNs were converted to equivalent memristive layers,
with the weights mapped to conductances using the naive
mapping scheme - using two crossbars, each of size 128x128

TABLE I: Comparison of Ensemble Methods

Ensemble Method Improvement in Performance (%)

Basic EA 6.3

GEM 6.5

Weighted Voting Algorithm 1 6.4
Weighted Voting Algorithm 2 6.6

and in 1T1R arrangements, to represent positive and negative
weights. Inputs to each layer were encoded between +0.3V and
-0.3V, and 8-bit Analogue to Digital Converters (ADCs) with
an initial overflow rate of 0 were emulated. These memristive
layers were then tuned through linear regression. Finally, non-
idealities were introduced in these memristive networks. Non-
idealities that were simulated include device faults, device
endurance and retention, and finite number of conductance
states. Methods presented in this paper do not take into account
any specific types of non-idealities and can be used universally
to deal with any type of non-ideality, in contrast with hardware
based solutions which are only able to deal with the specific
type of non-ideality that they are designed for.

To obtain more accurate results from the simulations, each
ensemble method was tested 5 times, and the accuracies
were averaged over each of the 5 trials. When evaluating the
results of the different ensemble methods, the accuracy of the
combined ensemble of 5 MDNNSs is compared to the average
accuracy of the 5 individual MDNNs (this average accuracy
of the 5 individual MDNNSs represents a single MDNN with
non-idealities).

IV. NON-IDEALITIES

Device Faults is a non-ideality in which individual mem-
ristors become stuck in high or low resistance states, thus
effectively producing open and short circuits respectively (as
these states are the high and low extremes) [18]. Since the
weights of the neural networks are mapped to conductance
values, these faults lead to non-ideal behavior because the
memristors are stuck at low and high conductance values and
will thus be stuck at low and high weights.

Endurance is a non-ideality that refers to the non-ideal be-
havior exhibited over time due to the usage of the memristors;
since memristors are hardware components, just like any other
hardware they eventually will decay with more usage.

Retention is a non-ideality that refers to the non-ideal
behavior that arises due to the limited retention time of
information in memristors [19]. Essentially, this retention time
is determined by how stable the low and high resistance states
are (LRS and HRS). If these states are unstable, meaning that
over time there is a degradation of these states because of
the LRS and HRS going out of their normal ranges, non-ideal
behavior is produced because it causes the memristor to be
stuck in a specific state, effectively producing a device fault
non-ideality. Typically, for retention time, the HRS decreases
while the LRS increases, thus making it impossible to switch
between these two states.

Finite Conductance States is a non-ideality that arises
due to the fact that physical memristors only have quantized,
switchable conductance/resistance states, which introduces
non-ideal behavior because the resolution of MDNN weights
are reduced when mapped [20].
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Fig. 3: (a) Variation of accuracy due to non-ideality parameters (fluctuation can be seen due to stochasticity of the non-idealities). (b)
Distribution of accuracies over multiple trials, showing improvement due to ensemble methods. (c) Test accuracies of DNNs, ideal MDNNSs,

nonideal MDNNSs, and four ensemble methods.
V. RESULTS AND DISCUSSION

Firstly, we will investigate basic ensemble averaging (EA).
As can be seen in Table 1, there is approximately a 6.3%
average improvement in performance when 5 MDNNs with
non-idealities are combined using basic EA as opposed to a
single MDNN with non-idealitites. These results are similar
to the results obtained in [13].

For GEM with the ranks weighting scheme, there is an
average improvement of approximately 6.5% when 5 MDNNs
with non-idealities are combined as opposed to a single
MDNN with non-idealities. An interesting point to note is that
this ensemble method performs better when the accuracies of
the MDNNSs are lower; this trend is somewhat evident in most
of the other ensemble methods investigated as well. Moreover,
this method performs best when the DNNs (and thus the
MDNNSs) are “diverse”, meaning that they have been trained
using different parameters (such as learning rate, momentum,
etc.) and thus have different accuracies.

Normal, unweighted voting does not achieve good results,
so we will only discuss weighted voting using the two weight-
ing schemes discussed earlier. The first one, Algorithm 1,
which uses the theoretically optimal weights overall achieves
the third highest result, with an improvement in performance
of 6.4%. Although this is still better than basic EA, the reason
that this is not much better is likely due to the fact that some
of the assumptions made during the derivation of the optimal
weights are not true in reality, such as the assumption of
the outputs of each individual network being conditionally
independent. The second weighting scheme, Algorithm 2,
achieves better results overall, with an average improvement
in performance of 6.6%, thus making it the most effective
ensemble method. Although the improvement in performance
with GEM and Weighted Voting Algorithm 2 is only 0.2%
and 0.3% greater than that of Basic EA, respectively, this is
statistically significant because the results presented in Table
1 and Figure 3 are based on averages over 45 trials with low
variance. Hypothesis testing was passed with a = 0.05. The
ensemble methods presented in this paper also have some
benefits other than simply improving the accuracy. These
include things such as reducing the computation time; although

the results for such experiments are not presented in this paper,
we found that by splitting up data and using multiple non-
ideal MDNNs combined using an ensemble method rather
than only using one single non-ideal MDNN, in addition to
improving the accuracy, the total computation time was also
reduced. In terms of the actual hardware implementation of
memristors, there could be a trade-off between the improve-
ment in performance and the additional hardware overhead
when considering the use of ensemble methods. However, we
suspect that this would be insignificant since similar results
are obtained if multiple “smaller” MDNNs (with less layers)
are combined using ensemble methods instead of multiple
MDNNSs of the same size, and thus there will not be a
large amount of hardware overhead since the total amount of
memristor crossbars used would be the same as or slightly
higher than one single “larger” non-ideal MDNN. This is
something that we plan on further investigating in the future,
using actual hardware instead of software simulations.

Something worth noting is that although the improvements
in performance achieved by the new ensemble methods tested
in this paper compared to basic ensemble averaging do not, at
face value, seem to have a significant increase just in terms
of the % accuracy (see Table 1), this is simply due to the
fact that the MNIST dataset was used where the accuracies
are already very high. On other harder datasets, the difference
would be more significant, but as we mentioned earlier, the
results are statistically significant even on the MNIST dataset
that we used for testing. The use of the methods presented in
this paper to a broader range of applications (not just limited
to other image classification datasets, but also completely
different neural network architectures) is something that could
be investigated further.

VI. CONCLUSION

In this paper, we tested numerous methods and presented
two ensemble methods that outperform basic ensemble av-
eraging as ways of improving the performance of MDNNs
with non-idealities. Moreover, these methods work universally
as they are not dependent on hardware or specific types of
non-idealities; this work demonstrates ensemble methods as a
universal way to deal with MDNN non-idealities.
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