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#### Abstract

Some transformations acting on radially symmetric solutions to the following class of non-homogeneous reaction-diffusion equations $|\mathrm{x}| \sigma 1[?] \mathrm{t} u=[?] \mathrm{um}+|\mathrm{x}| \sigma 2 \mathrm{up},(\mathrm{x}, \mathrm{t})[?] \mathrm{R} \mathrm{N} \times(0,[?])$, which has been proposed in a number of previous mathematical works as well as in several physical models, are introduced. We consider here $m[?] 1, p[?] 1, N[?] 1$ and $\sigma 1, \sigma 2$ real exponents. We apply these transformations in connection to previous results on the one hand to deduce general qualitative properties of radially symmetric solutions and on the other hand to construct self-similar solutions which are expected to be patterns for the dynamics of the equations, strongly improving the existing theory. We also introduce mappings between solutions which work in the semilinear case $m=1$.
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## 1 Introduction

The aim of this work is to construct a family of transformations acting on the class of radially symmetric solutions to non-homogeneous parabolic equations in the following general form

$$
\begin{equation*}
|x|^{\sigma_{1}} \partial_{t} u=\Delta u^{m}+|x|^{\sigma_{2}} u^{p}, \tag{1.1}
\end{equation*}
$$

[^0]posed for $(x, t) \in \mathbb{R}^{N} \times(0, \infty)$ and with exponents as follows
\[

$$
\begin{equation*}
m \geq 1, \quad p \geq 1, \quad \sigma_{1}, \sigma_{2} \in \mathbb{R} \tag{1.2}
\end{equation*}
$$

\]

This equation involves a competition between the effects of the diffusion term (which conserves and spreads the total mass of a solution) and of the reaction term (which tends to increase the mass of the solution), leading to an important discussion with respect to the finite time blow-up. Moreover, the equation is strongly non-homogeneous, presenting two different weights depending on the space variable, a fact that makes its qualitative study more complicated but also much more interesting. In particular, a new competition, between the influence of "inner" sets with $|x|$ small and the one of the "outer" sets where $|x|$ is sufficiently large, adds up to the previous one to modify the geometry and the dynamics of the solutions.

Physical models. Several particular cases of Eq. (1.1) have been proposed in a number of physical models coming both from fluid dynamics as well as from the heat transfer or combustion. More precisely

- the semilinear case of Eq. (1.1) with exponents $m=1, \sigma_{2}=0$ and $\sigma_{1}=q>0$ has been proposed as an approximate model for the flow in a channel of a fluid whose viscosity depends on the temperature $u$ of the fluid. The deduction of a more complex and realistic model stems from Ockendon's works [52, 53], but as it is shown in [43] and then in [10], Eq. (1.1) with the above mentioned exponents is a reasonable approximation of the initial model that can be also handled both by analytical and numerical methods. In fact, Stuart and Floater developed in [63] a numerical scheme to compute the formation of singularities (blow-up of the derivative and blow-up of the solutions) in this equation, giving numerical evidence that if $p>2$ blow-up might occur at interior points of the channel. Later, Floater [10] and Chan and Kong [6] performed a deeper analytical study of both blow-up and quenching of solutions in this specific model.
- the general case of Eq. (1.1) with $\sigma_{1}=\sigma_{2} \in[-2,0)$ is the equation satisfied by the temperature in a model of combustion in a medium with a heat source and whose thermal conductivity depends on the temperature, as proposed by Kurdyumov, Kurkina and their collaborators, see $[39,40,41,42]$ and references therein. In this model, self-similar solutions to Eq. (1.1) represent the thermal structures that may exist in the nonlinear medium, whose understanding and classification is the aim of the study. Some of the self-similar solutions to this specific model are deduced in the above quoted works, but we will give a simpler and more general approach to study this particular case when $\sigma_{1}=\sigma_{2}$ by mapping it onto a well-studied, classical equation.
- the more general non-homogeneous porous medium equation with reaction in dimension $N \geq 1$, that is,

$$
\begin{equation*}
\varrho(x) \partial_{t} u=\Delta u^{m}+A(x) u^{p}, \tag{1.3}
\end{equation*}
$$

with general weights which are supposed to behave like pure powers as $|x| \rightarrow \infty$ is a well-known model for the propagation of thermal waves in a non-homogeneous medium, deduced by Kamin and Rosenau in [36, 37]. This model became of great mathematical interest more recently, see for example $[60,35,25,26]$ and references therein for Eq. (1.3) without a source. In particular, it has been noticed that, if $\varrho(x)=|x|^{\sigma_{1}}$, then $\sigma_{1}=-2$ is a critical exponent. A mathematical study of the case with source, but only with $m=1$ and $A(x)$ constant function, has been performed in [54].

Mathematical precedents. The mathematical analysis of Eq. (1.1) started, as expected, with the simplest case, that is, when $\sigma_{1}=\sigma_{2}=0$, where we are left with the classical reaction-diffusion equation

$$
\begin{equation*}
\partial_{t} u=\Delta u^{m}+u^{p}, \tag{1.4}
\end{equation*}
$$

which is now quite well-understood, see for example the monographs [59] for the case $m=1$ and [61] for the case $m>1$. In particular, the study focused on the phenomenon of finite time blow-up, in connection with both the range of the exponent $p>1$ and the decay at infinity of the initial condition $u_{0}$ triggering the evolution. Thus, a very important exponent is the Fujita-type exponent $p_{F}=m+2 / N$, limiting between the range $1<p<p_{F}$ of finite time blow up for any non-trivial initial condition $u_{0} \geq 0$ and the range $p>p_{F}$ where global solutions may exist if the initial condition decays very fast as $|x| \rightarrow \infty$. These results have been generalized afterwards to the weighted reaction

$$
\begin{equation*}
\partial_{t} u=\Delta u^{m}+|x|^{\sigma} u^{p}, \tag{1.5}
\end{equation*}
$$

especially in the case $p>m$ where some techniques can be directly translated from the homogeneous case. After the works by Pinsky [56,57] in the semilinear case $m=1$, it was Qi [58] and then Suzuki [65] who established both the Fujita-type exponent and the second critical exponent (measuring the optimal decay rate of $u_{0}(x)$ as $|x| \rightarrow \infty$ when $p>p_{F}$ in order to have global solutions) for (1.5) when $m>1$, while Andreucci and Tedeev [1] established the blow-up rate with some limitations on the exponent $\sigma$. A series of works by Guo, Shimojo, Souplet et al. $[14,15,16,17]$ addressed the question of the blow-up set of solutions to (1.5) in the semilinear case $m=1$. In a different research direction, works such as [9] and [51] studied the way finite time blow-up occurs, again in the semilinear case. In these latter papers, some critical exponents are established (analogous to similar ones derived earlier for (1.4), see for example [61, Chapter 4]) and it is shown that, when $p>1$ is not very large, solutions near the blow-up time converge to self-similar patterns, while for $p$ large there is no fixed blow-up rate and the phenomenon is more complex.

It has been then noticed for Eq. (1.5) that its analysis might be performed with some analogies not only for $\sigma>0$ but going down to $\sigma \geq-2$. This case of singular potential is sometimes known as the Hardy equation and its modern research had as starting point the classical work by Baras and Goldstein [2] where the linear case of Eq. (1.5) with $p=m=1$ and $\sigma=-2$ has been studied. The results therein limiting between existence and nonexistence of solutions have been then extended to more general weights in [5] and to the fast diffusion case $m<1$ in works such as $[12,13,38]$. More recently, the Hardy equation has been strongly studied in the semilinear case $m=1$, see for example [4, 3, 7, 8, 66, 18]. We stress here that the results in the papers [58, 9, 65,51] mentioned in the previous paragraph are also proved for $\sigma>-2$, but without including the limit case of equality.

Going back to our Eq. (1.1), Wang and Zheng [67] established the Fujita-type exponent under the following restrictions

$$
\begin{equation*}
p_{F}\left(\sigma_{1}, \sigma_{2}\right)=m+\frac{2+\sigma_{2}}{N+\sigma_{1}}, \quad \text { if } 0 \leq \sigma_{1} \leq \sigma_{2}<p\left(\sigma_{1}+1\right)-1, \quad p>m \geq 1 \tag{1.6}
\end{equation*}
$$

Later on, the second critical exponent for (1.1) has been derived in [45, 68] (the latter extending the result up to the doubly nonlinear equation), namely

$$
\begin{equation*}
\mu\left(\sigma_{1}, \sigma_{2}\right)=\frac{\sigma_{2}+2}{p-m}, \quad \text { provided } 0 \leq \sigma_{1} \leq \sigma_{2}<\frac{p-m}{m-1} N, \quad p>m>1 \tag{1.7}
\end{equation*}
$$

Let us recall here that by second critical exponent we understand the optimal exponent $\mu\left(\sigma_{1}, \sigma_{2}\right)>0$ such that, if $u_{0}(x) \sim C|x|^{-\mu}$ as $|x| \rightarrow \infty$ with $0<\mu<\mu\left(\sigma_{1}, \sigma_{2}\right)$, then any solution to (1.1) with initial condition $u_{0}(x)$ blows up in finite time, while if $\mu>\mu\left(\sigma_{1}, \sigma_{2}\right)$, there exist global in time solutions. A different technical approach on Eq. (1.1) and generalized also to the doubly nonlinear diffusion has been considered by Martynenko, Tedeev and their collaborators in a series of works [46, 47, 48] both for the case $\sigma_{1}=$ $\sigma_{2}=-l$ with $l>0$ or with $\sigma_{1}=-l<0$ and $\sigma_{2}=0$. The authors of these works established smallness restrictions on some weighted integrals of the initial condition $u_{0}$ in order for global solutions to exist. Similar smallness conditions but obtained via comparison principles instead of weighted integral estimates were deduced by Meglioli and Punzo [49, 50 ] for a more general (and regular) unique weight $\varrho(x)$ replacing both $|x|^{\sigma_{1}}$ and $|x|^{\sigma_{2}}$ in Eq. (1.1).

Self-similar solutions. A very important class of solutions to Eq. (1.1) is formed by the radially symmetric self-similar solutions, which are solutions in one of the following three forms

$$
\begin{array}{cc}
u(x, t)=t^{\alpha} f\left(|x| t^{-\beta}\right), & (x, t) \in \mathbb{R}^{N} \times(0, \infty), \\
u(x, t)=(T-t)^{-\alpha} f\left(|x|(T-t)^{\beta}\right), & (x, t) \in \mathbb{R}^{N} \times(0, T), \quad T>0 \\
u(x, t)=e^{\alpha t} f\left(|x| e^{-\beta t}\right), & (x, t) \in \mathbb{R}^{N} \times(-\infty, \infty), \tag{1.8c}
\end{array}
$$

which are called respectively forward, backward and exponential self-similar solutions. Notice that forward self-similar solutions are global in time, while backward self-similar solutions present a finite time blow-up at $t=T$. The exponential self-similar solutions are quite rare but interesting, appearing for specific, critical exponents and being solutions that can be in fact defined also backward in time, for any $t \in \mathbb{R}$; this is why they are also known in literature as eternal solutions.

It has been noticed that self-similar solutions are frequently the prototype of a general solution to a nonlinear diffusion equation, in the sense that they encode many functional properties shared by general solution, and they also usually represent the pattern to which solutions tend as $t \rightarrow \infty$ or $t \rightarrow T$ in the blow-up case. Moreover, physical models also consider them as equilibrium states, thus performing an analysis of them it is a very important question when trying to understand the dynamics and the geometry of the solutions of a nonlinear diffusion equation. As an example related to Eq. (1.1), papers establishing the physical model from combustion such as [40, 41, 42] also work on the self-similar solutions to the equation deduced from the model.

More recently, the authors developed a larger project of understanding the dynamics of Eq. (1.5) starting from the classification of its self-similar solutions. Focusing at first on the range of exponents $1<p<m$, we have shown that both the occurence of the finite time blow-up, its sets and rates and the geometric form and evolution of the selfsimilar profiles depends strongly on the magnitude of $\sigma \geq-2$, see for example the results in $[19,22,23,27,29,33]$ and references therein. The very interesting case $p=m$ is critical and Eq. (1.5) has been considered with $p=m$ in [28, 30]. As an outcome of all these developments, it has been proved at the level of self-similar solutions that their form is strongly influenced in the case of Eq. (1.5) by the sign of the following constant:

$$
\begin{equation*}
L:=\sigma(m-1)+2(p-1) \tag{1.9}
\end{equation*}
$$

Indeed, when $L>0$, backward self-similar solutions as in (1.8b) have been constructed, while if $L<0$, self-similar solutions are in forward form (1.8a). Eternal, exponential selfsimilar solutions have been constructed in the special case $L=0$ in [31, 32, 20]. We end up this presentation by introducing here a constant related to $L$ which will be very useful in the study of self-similar solutions to Eq. (1.1)

$$
\begin{equation*}
L\left(\sigma_{1}, \sigma_{2}\right):=\sigma_{2}(m-1)+2(p-1)-\sigma_{1}(m-p) . \tag{1.10}
\end{equation*}
$$

Brief description of our results. In the present paper, we extend our analysis to the more general Eq. (1.1) by means of a number of transformations mapping radially symmetric solutions to Eq. (1.1) onto radially symmetric solutions to Eq. (1.5) and in some cases, also onto the homogeneous equation (1.4). These mappings will be described in detail in Section 2, which is split into two parts: Subsection 2.1 is devoted to the description of the transformation we use mostly in the sequel, while in Subsection 2.2 three different transformations that we also consider of interest are introduced. We stress here that among the latter ones, mappings onto solutions to one-dimensional Fisher-KPP type equations are very useful in critical cases.

The rest of the paper is devoted to a number of applications of these transformations, having as starting point the already acquired knowledge about more particular equations such as (1.5) or (1.4). More specifically, we identify in Section 3 the Fujita-type exponent and then also the second critical exponent for Eq. (1.1), showing thus that, at least in the case of radially symmetric solutions, the technical restrictions on $\sigma_{1}$ and $\sigma_{2}$ given in (1.6) and (1.7) can be removed. The forthcoming two chapters are dedicated to the classification of self-similar solutions (in any of the three forms (1.8a), (1.8b) and (1.8c)) to Eq. (1.1), depending on the relation between $p$ and $m$ but also on $\sigma_{1}$ and $\sigma_{2}$. Thus, Section 4 classifies backward self-similar solutions for the limiting case $p=m$, presenting finite time blow-up, showing that they exist only if some inequality between $\sigma_{1}$ and $\sigma_{2}$ is satisfied. The longer Section 5 is then devoted to the interesting range $1 \leq p<m$, in which, depending on some relations between the exponents of Eq. (1.1), all three types of self-similar solutions may exist. In particular, it is shown that their dynamics depend strongly on the sign of the constant $L\left(\sigma_{1}, \sigma_{2}\right)$ given in (1.10), and their local behavior as $|x| \rightarrow 0$ is also classified. In the same line of analysis, in the range $p>m$ a number of critical exponents are introduced in Section 6 and their relevance for finite time blow-up of the solutions is exposed in the special case (of interest also in applications) when $\sigma_{1}=\sigma_{2}$.

A specific Section 7 is devoted to the semilinear case $m=1$, where there are some models of physical interest (as explained in the previous paragraphs) and where more precise results with respect to the range $m>1$ can be established. Both general well-posedness (at least in the framework of radially symmetric solutions) and large time behavior results for general solutions will be derived with the aid of our mappings from existing results on Hardy-Hénon equations. Finally, Section 8 deals with the critical exponent $\sigma_{1}=-2$, where the transformations we employ are totally different from the ones working in the range $\sigma_{1}>-2$. We are now in a position to state and explain our main results.

## 2 The transformations

From now one, we deal with radially symmetric solutions $u(r, t), r=|x|$, to Eq. (1.1). Such solutions satisfy the following simplified equation

$$
\begin{equation*}
r^{\sigma_{1}} \partial_{t} u=\left(u^{m}\right)_{r r}+\frac{N-1}{r}\left(u^{m}\right)_{r}+r^{\sigma_{2}} u^{p}, \tag{2.1}
\end{equation*}
$$

which is the radially symmetric version of Eq. (1.1). Let us make here the general convention that, since we only deal with radially symmetric solutions to Eq. (1.1), we can assume (for the continuity of the transformations) that the dimension $N$ is any real number, as it becomes just a parameter in Eq. (2.1).

### 2.1 The main transformation

Proceeding as in [24], we look for a change of variable of the general form

$$
\begin{equation*}
u(r, t)=r^{\delta} w(z, \tau), \quad z=r^{\theta}, \quad \tau=C t \tag{2.2}
\end{equation*}
$$

where $\delta, \theta$ are exponents to be determined and $C>0$. A straightforward calculation which is analogous to the one performed in [24, Section 2.1] gives that $w(z, \tau)$ solves the following transformed equation

$$
\begin{align*}
C w_{\tau} & =\theta^{2} z^{\left[(m-1) \delta+2 \theta-\sigma_{1}-2\right] / \theta}\left(w^{m}\right)_{z z}+\theta(2 m \delta+\theta+N-2) z^{\left[(m-1) \delta+\theta-\sigma_{1}-2\right] / \theta}\left(w^{m}\right)_{z} \\
& +m \delta(m \delta+N-2) z^{\left[(m-1) \delta-\sigma_{1}-2\right] / \theta} w^{m}+z^{\left[\sigma_{2}-\sigma_{1}+\delta(p-1)\right] / \theta} w^{p} . \tag{2.3}
\end{align*}
$$

In order to simplify (2.3), we first impose the following condition

$$
\begin{equation*}
(m-1) \delta+2 \theta-\sigma_{1}-2=0, \tag{2.4}
\end{equation*}
$$

which reduces (2.3) to

$$
\begin{align*}
C w_{\tau} & =\theta^{2}\left(w^{m}\right)_{z z}+\frac{\theta(2 m \delta+\theta+N-2)}{z}\left(w^{m}\right)_{z} \\
& +\frac{m \delta(m \delta+N-2)}{z^{2}} w^{m}+z^{\left[\sigma_{2}-\sigma_{1}+\delta(p-1)\right] / \theta} w^{p} . \tag{2.5}
\end{align*}
$$

Eq. (2.5) is the starting point for the next simplifications leading to previously studied equations. The next step is to cancel out the third term in the right hand side. We let in (2.5) (also fulfilling (2.4)), in a first step,

$$
\begin{equation*}
\delta=0, \quad \theta=\frac{\sigma_{1}+2}{2}, \quad \bar{N}=\frac{2\left(N+\sigma_{1}\right)}{\sigma_{1}+2}, \quad \sigma=\frac{2\left(\sigma_{2}-\sigma_{1}\right)}{2+\sigma_{1}}, \tag{2.6}
\end{equation*}
$$

and also, in a second step in order to remove constants from the coefficients,

$$
\begin{equation*}
s=a z, \quad a=\theta^{-2 /(\sigma+2)}, \quad C=\theta^{2 \sigma /(\sigma+2)}, \tag{2.7}
\end{equation*}
$$

where $\sigma$ has been already defined in (2.6). Straightforward calculations show that, after applying (2.6) and (2.7), Eq. (2.5) becomes

$$
\begin{equation*}
w_{\tau}=\left(w^{m}\right)_{s s}+\frac{\bar{N}-1}{s}\left(w^{m}\right)_{s}+s^{\sigma} w^{p}, \tag{2.8}
\end{equation*}
$$

which is nothing else that Eq. (1.5) in radially symmetric variables, in dimension $\bar{N}$.
An important case of Eq. (1.1), also arising from physical models as explained in the Introduction, is the one with $\sigma_{1}=\sigma_{2}$ (see for example [39, 41, 46, 48, 49, 50] and references therein), and we notice that our transformation (2.6)-(2.7) maps its radially symmetric solutions onto radially symmetric solutions (in a different space dimension) to Eq. (1.4). More generally, employing this transformation for $\sigma_{2} \geq-2$ and $\sigma_{1}>-2$, which are the most usual limitations for the weights, we arrive to Eq. (1.5) with

$$
\sigma=\frac{2\left(\sigma_{2}-\sigma_{1}\right)}{\sigma_{1}+2}=-2+\frac{2\left(\sigma_{2}+2\right)}{\sigma_{1}+2} \geq-2
$$

falling into the range of $\sigma$ that has been studied thoroughly by the authors and their collaborators.

As another remark, the case of physical interest related to the models coming from fluid flow in channels $[52,53,63,6]$ has in our notation $\sigma_{1}>0$ (with a particular case of interest if $\left.\sigma_{1}=1\right), \sigma_{2}=0$ and $m=1$. The resulting equation Eq. (1.1) can be thus mapped to other already studied equations by employing our transformation (2.6)-(2.7) to arrive to (2.8) with

$$
\sigma=-\frac{2 \sigma_{1}}{\sigma_{1}+2}
$$

which is similar to a transformation already considered in [54], which works in any dimension $N \geq 1$.

Concerning the range of application of this change of variable, we observe that, on the one hand, it works very well when the initial dimension is $N \geq 2$, since then also $\bar{N} \geq 2$ (and in particular if $N=2$ then $\bar{N}=2$ ). On the other hand, it can also be used in dimension $N=1$ with the restriction $\sigma_{1} \geq 0$, in order to ensure $\bar{N} \geq 1$. In the forthcoming sections, we will mainly exploit this transformation in order to obtain completely new results or to extend and improve existing results on the radially symmetric solutions (and in particular, self-similar solutions) to Eq. (1.1) by means of the already established knowledge on equations obtained through these mappings. But before examining these applications, let us consider some other available transformations that could be of use in some cases.

### 2.2 Some more transformations

We gather in this chapter some more transformations. We stress here that the last two of them will be used in Section 8 in order to obtain some interesting properties of solutions to Eq. (1.1) with critical exponent $\sigma_{1}=-2$.

A second transformation. We let in (2.2) (also fulfilling (2.4))

$$
\begin{equation*}
\delta=-\frac{N-2}{m}, \quad \theta=\frac{m\left(N+\sigma_{1}\right)-N+2}{2 m} \tag{2.9}
\end{equation*}
$$

and by applying once more (2.7), Eq. (2.5) is transformed again into (2.8) but with the following new dimension and exponent $\sigma$

$$
\begin{equation*}
\bar{N}=\frac{2\left[m\left(\sigma_{1}+2\right)-N+2\right]}{m\left(\sigma_{1}+N\right)-N+2}, \quad \sigma=-\frac{2\left[m\left(\sigma_{1}-\sigma_{2}\right)+(N-2)(p-1)\right]}{m\left(\sigma_{1}+N\right)-N+2} \tag{2.10}
\end{equation*}
$$

Let us notice that we can obtain once more the homogeneous case (1.4), that is, $\sigma=0$, if

$$
\sigma_{2}=\sigma_{1}+\frac{(N-2)(p-1)}{m}
$$

which generalizes the problem modelled and discussed in dimension $N=3$ in [39]. More generally, if we let $\sigma_{1}>-2$ and $\sigma_{2} \geq-2$, with $N \geq 2$, we get

$$
\sigma+2=\frac{2\left[N(m-p)+m \sigma_{2}+2 p\right]}{m\left(\sigma_{1}+N\right)-N+2} \geq \frac{2(N-2)(m-p)}{m\left(\sigma_{1}+N\right)-N+2} \geq 0
$$

provided $m \geq p$, hence we fall again on the range $\sigma \geq-2$. With respect to dimensions, we observe again that $N=2$ is mapped onto $\bar{N}=2$ and that $N=1$ is mapped onto $\bar{N}>2$. We also notice that, if $N=1$ and we assume $\sigma_{2}>-1$, which is a natural and rather standard condition (cf. [19]), we again find that $\sigma+2 \geq 0$, thus we are in the case that has been studied in previous literature. This specific transformation has been used in [10] to map Eq. (1.1) in dimension $N=1$ and with $\sigma_{2}=0, \sigma_{1}>0$ into (2.8) with

$$
\sigma=-\frac{2\left(\sigma_{1}+1-p\right)}{\sigma_{1}+2}
$$

Finally, let us remark that $\bar{N} \geq 1$ is equivalent to $N \leq\left[m\left(\sigma_{1}+4\right)+2\right] /(m+1)$ and if $\sigma_{1}=0$, we get as a particular case the self-map introduced in [30].

However, this transformation has a very serious drawback, in the sense that it involves a significant change of the properties of the initial condition of a solution from Eq. (2.1) into Eq. (2.8), which might produce in the process solutions that fall out of the functional spaces or local behaviors for which the theory has been previously developed (in particular, they might for example become singular at $r=0$ ). This is why, its usefulness is more limited.

A third transformation. Euler type. Setting in (2.3)

$$
\begin{equation*}
\delta=\frac{\sigma_{1}+2}{m-1}, \quad C=\theta=1 \tag{2.11}
\end{equation*}
$$

we obtain the following partial differential equation whose right hand side is of Euler form (with $t=\tau$ and $z=r$ in this case)

$$
\begin{equation*}
w_{t}=z^{2}\left(w^{m}\right)_{z z}+(2 m \delta+N-1) z\left(w^{m}\right)_{z}+m \delta(m \delta+N-2) w^{m}+z^{\sigma_{2}-\sigma_{1}+\delta(p-1)} w^{p} \tag{2.12}
\end{equation*}
$$

Let us notice at this point that this transformation applies well when $\sigma_{2}-\sigma_{1}+\delta(p-1)=0$, which is equivalent to $L\left(\sigma_{1}, \sigma_{2}\right)=0$, where $L\left(\sigma_{1}, \sigma_{2}\right)$ has been defined in (1.10). Introducing in (2.12) the standard change of variable for Euler equations $z=e^{y}$ and assuming that $L\left(\sigma_{1}, \sigma_{2}\right)=0$, we further obtain

$$
\begin{align*}
w_{t} & =\left(w^{m}\right)_{y y}+\frac{m N-N+2+2 m\left(\sigma_{1}+1\right)}{m-1}\left(w^{m}\right)_{y} \\
& +\frac{m\left(\sigma_{1}+2\right)\left(m N-N+2+m \sigma_{1}\right)}{(m-1)^{2}} w^{m}+w^{p} \tag{2.13}
\end{align*}
$$

which is an equation with a double reaction in our range of parameters. This transformation generalizes the one introduced in [31, Section 6], and we notice that it is expected that the
condition $L\left(\sigma_{1}, \sigma_{2}\right)=0$ be the critical connection between exponents allowing for eternal solutions of the form (1.8c). In fact, if we go back to the transformation (2.6) and we recall the value of $\sigma$ from (2.8), we notice that

$$
\sigma(m-1)+2(p-1)=\frac{2 L\left(\sigma_{1}, \sigma_{2}\right)}{\sigma_{1}+\sigma_{2}}
$$

which suggests that the condition $L\left(\sigma_{1}, \sigma_{2}\right)=0$ for Eq. (1.1) is mapped onto the condition $L=0$ for Eq. (1.5), where $L$ is the constant defined in (1.9), and we already know from [31, 20] that $L=0$ is the necessary and sufficient condition in Eq. (1.5) to ensure the existence of eternal self-similar solutions in exponential form. Notice also that the critical case $\sigma_{1}=-2$ (its criticality for the non-homogeneous porous medium equation follows for example from works such as $[35,25,26]$ ) works very well with this transformation by simply letting $\delta=0$ and $\theta=1$. The drawback of this transformation is that, in order to make use of it, one has to know the properties of solutions to equations of the form (2.13), which are not so much studied in literature.

The semilinear case $m=1$. This is a special case where the transformations in (2.6) and (2.9) still work well if $\sigma_{1}>-2, \sigma_{2} \geq-2$. However, for the limiting case $\sigma_{1}=-2$ we can go deeper than in the previous paragraph by considering a similar change of variable. Indeed, since the condition $(m-1) \delta-\sigma_{1}-2=0$ becomes an identity and we are not forced to choose $\delta$ yet, we can fix in (2.3)

$$
\begin{equation*}
\delta=-\frac{\sigma_{2}+2}{p-1}, \quad \theta=C=1, \quad z=e^{y} \tag{2.14}
\end{equation*}
$$

to get the following reversed Fisher-type equation with convection

$$
\begin{equation*}
w_{t}=w_{y y}+\left[N-2-\frac{2\left(\sigma_{2}+2\right)}{p-1}\right] w_{y}-\frac{\sigma_{2}+2}{p-1}\left[N-2-\frac{\sigma_{2}+2}{p-1}\right] w+w^{p} \tag{2.15}
\end{equation*}
$$

A priori (2.15) is not easy to handle, but we can still go further and remove the (linear) convection term by setting

$$
\begin{equation*}
w(y, t)=\psi(y+K t, t), \quad K=N-2-\frac{2\left(\sigma_{2}+2\right)}{p-1}, \quad \bar{y}=y+K t \tag{2.16}
\end{equation*}
$$

to obtain the simplified equation

$$
\begin{equation*}
\psi_{t}=\psi_{\overline{y y}}-\frac{\sigma_{2}+2}{p-1}\left[N-2-\frac{\sigma_{2}+2}{p-1}\right] \psi+\psi^{p} \tag{2.17}
\end{equation*}
$$

which is a reversed Fisher-KPP type equation if $N>\left(\sigma_{2}+2 p\right) /(p-1)$, or equivalently, $p>p_{F}\left(-2, \sigma_{2}\right)$, where we recall that $p_{F}\left(\sigma_{1}, \sigma_{2}\right)$ is defined in (1.6).

## 3 Fujita-type and second critical exponents

In this section we consider $p>m \geq 1$ and we establish both the Fujita-type exponent and the second critical exponent. The results are gathered in the next

Theorem 3.1. Let $\sigma_{1}>-2$ and $\sigma_{2}>-2$ if $N \geq 2$, or $\sigma_{1} \geq 0$ and $\sigma_{2}>-1$ if $N=1$. Then

1. If $m<p \leq p_{F}\left(\sigma_{1}, \sigma_{2}\right)$, where $p_{F}\left(\sigma_{1}, \sigma_{2}\right)$ is defined in (1.6), then there is no nontrivial global in time radially symmetric solution to Eq. (1.1).
2. Let now $p>p_{F}\left(\sigma_{1}, \sigma_{2}\right)$. If $u_{0}(|x|)$ is a radially symmetric function such that there exists $\delta>0$ with

$$
\begin{equation*}
\liminf _{|x| \rightarrow \infty}|x|^{\mu\left(\sigma_{1}, \sigma_{2}\right)} u_{0}(|x|)>\delta, \tag{3.1}
\end{equation*}
$$

where $\mu\left(\sigma_{1}, \sigma_{2}\right)$ is defined in (1.7), then there is no global in time radially symmetric solution $u$ to Eq. (1.1) such that $u(x, 0)=u_{0}(x)$ for any $x \in \mathbb{R}^{N}$.
3. Let now $p>p_{F}\left(\sigma_{1}, \sigma_{2}\right)$. Then for any $\mu>\mu^{*}\left(\sigma_{1}, \sigma_{2}\right)$ and $\delta>0$, there exists some $\epsilon>0$ (depending on $\delta$ and $\mu$ ) such that, for any radially symmetric function $u_{0}(|x|)$ such that

$$
\begin{equation*}
u_{0}(|x|) \leq \min \left\{\epsilon, \delta|x|^{-\mu}\right\} \tag{3.2}
\end{equation*}
$$

there exists (at least) a global in time radially symmetric solution $u$ to Eq. (1.1) such that $u(x, 0)=u_{0}(x)$, for any $x \in \mathbb{R}^{N}$.
4. For any $p>p_{F}\left(\sigma_{1}, \sigma_{2}\right)$, there exists a global in time solution to Eq. (1.1) in forward self-similar form (1.8a).

Let us remark at this point that the previous statement is equivalent to say that $p_{F}\left(\sigma_{1}, \sigma_{2}\right)$ is the Fujita-type exponent for Eq. (1.1), that the critical case $p=p_{F}\left(\sigma_{1}, \sigma_{2}\right)$ belongs to the blow-up range, and that $\mu\left(\sigma_{1}, \sigma_{2}\right)$ is the second critical exponent for Eq. (1.1). Thus, Theorem 3.1, at least in the class of radially symmetric solutions, strongly generalizes previous results in papers such as [45, 67, 68] since we completely get rid of the technical limitations on $\sigma_{1}$ and $\sigma_{2}$ stated in (1.6) and (1.7).

Proof. We start from the results in Qi [58] and Suzuki [65] (see also references therein) concerning the Fujita-type exponent and the second critical exponent for Eq. (1.5) when $p>m$. Let us notice that they cover all the range $\sigma>-2$ if $N \geq 2$ (with the standard restriction $\sigma>-1$ if $N=1$ ).

Let us first assume that $N \geq 2$. In this case, we recall that the transformation (2.6) maps solutions to Eq. (2.1) onto radially symmetric solutions to Eq. (2.8) with exponent $\sigma=2\left(\sigma_{2}-\sigma_{1}\right) /\left(2+\sigma_{1}\right)>-2$ and dimension $\bar{N} \geq 2$ defined in (2.6). We then know that, if $m<p \leq m+(\sigma+2) / \bar{N}$, there is no non-trivial global in time solution to Eq. (2.8), according to [58, Theorem 1.1]. Noticing that

$$
m+\frac{\sigma+2}{\bar{N}}=m+\frac{\sigma_{2}+2}{\sigma_{1}+N}=p_{F}\left(\sigma_{1}, \sigma_{2}\right)
$$

and the fact that (2.6) acts only on the space variable, thus preserving finite time blowup of solutions, we readily obtain that there are no global solutions to Eq. (2.1) if $m<$ $p<p_{F}\left(\sigma_{1}, \sigma_{2}\right)$. To prove the second and third statement of the theorem, we start from [65, Theorem 1], which states that the second critical exponent to Eq. (2.8) is $\mu^{*}=$ $(\sigma+2) /(p-m)$, of course for $p>m+(\sigma+2) / \bar{N}$. Notice that, if $u_{0}(|x|)$ is a radially
symmetric function such that $u_{0}(x) \sim \delta|x|^{-\mu}$ as $|x| \rightarrow \infty$, for some generic $\mu>0$, then transformation (2.6) maps in into a function $w$ such that

$$
w(s) \sim \delta s^{-2 \mu /\left(\sigma_{1}+2\right)}, \quad \text { as } s \rightarrow \infty
$$

By imposing the condition that $2 \mu /\left(\sigma_{1}+2\right)=\mu^{*}$, we obtain

$$
\mu=\frac{\left(\sigma_{1}+2\right)(\sigma+2)}{2(p-m)}=\frac{\sigma_{2}+2}{p-m}=\mu\left(\sigma_{1}, \sigma_{2}\right)
$$

It is then easy to derive parts 2 and 3 of Theorem 3.1 from [65, Theorem 1, (b) and (c)] taking into account that (2.6) preserve either the finite time blow-up or the global existence in time of the solutions that are mapped and that (3.1), respectively (3.2) are equivalent to the conditions in [65, Theorem 1, (b)], respectively [65, Theorem 1, (c)]. Finally, if $N=1$, we notice that

$$
\bar{N}=\frac{2\left(\sigma_{1}+1\right)}{\sigma_{1}+2} \geq 1
$$

since $\sigma_{1} \geq 0$, and a simple inspection of the proofs shows that the results in [58, 65] apply for $\sigma>-\bar{N}$ also when taking $\bar{N} \geq 1$ as a parameter in Eq. (2.8) for radially symmetric solutions. Noticing that

$$
\begin{equation*}
\sigma+\bar{N}=\frac{2\left(\sigma_{2}+1\right)}{\sigma_{1}+2}>0 \tag{3.3}
\end{equation*}
$$

the rest of the proof follows the same lines as for $N \geq 2$.
We are only left with the fourth statement, which follows by undoing the transformation (2.6)-(2.7) to the radially symmetric self-similar solution to Eq. (1.5) given in [58, Theorem 1.2]. Indeed, it is shown in the latter reference that Eq. (1.5) admits a self-similar solution in the form

$$
W(s, \tau)=\tau^{-\alpha} f\left(|s| \tau^{-\beta}\right), \quad \alpha=\frac{\sigma+2}{\sigma(m-1)+2(p-1)}, \quad \beta=\frac{p-m}{\sigma(m-1)+2(p-1)}
$$

provided $\sigma>-\bar{N}$, which also stays true when considering $\bar{N}$ as a real parameter in the equation of the self-similar profiles in [58, Section 4]. By taking into account (3.3) and undoing (2.6) to the solution $W$, we find a solution in self-similar form as follows:

$$
U(x, t)=t^{-\alpha\left(\sigma_{1}, \sigma_{2}\right)} F\left(|x| t^{-\beta\left(\sigma_{1}, \sigma_{2}\right)}\right)
$$

where $C$ has been defined in (2.7) and

$$
\begin{aligned}
& F(\xi)=C^{-\alpha\left(\sigma_{1}, \sigma_{2}\right)} f\left(a C^{-\beta\left(\sigma_{1}, \sigma_{2}\right)} \xi^{\left(\sigma_{1}+2\right) / 2}\right) \\
& \alpha\left(\sigma_{1}, \sigma_{2}\right)=\frac{2+\sigma_{2}}{L\left(\sigma_{1}, \sigma_{2}\right)}, \quad \beta\left(\sigma_{1}, \sigma_{2}\right)=\frac{p-m}{L\left(\sigma_{1}, \sigma_{2}\right)}
\end{aligned}
$$

and we recall that $a$ is defined in (2.7), while the constant $L\left(\sigma_{1}, \sigma_{2}\right)$ is defined in (1.10).

## 4 Separate variable solutions in the case $p=m$

Another important feature of Eq. (1.1) is the existence of self-similar, radially symmetric solutions in one of the forms (1.8a), (1.8b) or (1.8c) as discussed in the Introduction. In this section, we use our transformations to construct self-similar solutions in the critical case $p=m$, which in this particular case will be of separate variables, and find a relationship between $\sigma_{1}, \sigma_{2}$ and the parameters $m=p$ and $N$ limiting their existence. We start from the recent results obtained in [30, 21].

Theorem 4.1. Let $N \geq 2$ and $-2<\sigma_{1} \leq \sigma_{2}$ or $N=1$ and $0 \leq \sigma_{1} \leq \sigma_{2}$. Define

$$
\begin{equation*}
\sigma_{2, c}:=\sigma_{1}+\frac{\left[2(N-1)+\sigma_{1}\right](m-1)}{3 m+1} . \tag{4.1}
\end{equation*}
$$

We have the following affirmations concerning existence and non-existence of self-similar solutions in backward form:

1. For any $N \geq 1$ and for any $\sigma_{2}$ such that $\sigma_{1} \leq \sigma_{2}<\sigma_{2, c}$, there exist separate variable solutions to Eq. (1.1) presenting finite time blow-up, with the following form

$$
\begin{equation*}
u(x, t)=(T-t)^{-\alpha} F(|x|), \quad \alpha=\frac{1}{m-1} \tag{4.2}
\end{equation*}
$$

2. For any $N \geq 1$, there are no radially symmetric separate variable solutions provided that

$$
\begin{equation*}
\sigma_{2} \geq \sigma_{1}+\frac{(m-1)\left(N+\sigma_{1}\right)}{m+1}>\sigma_{2, c} \tag{4.3}
\end{equation*}
$$

3. If $N>\left(m \sigma_{1}+4 m+2\right) /(m+1)$, the non-existence result becomes sharp: there is no radially symmetric separate variable solution to $E q$. (1.1) if $\sigma_{2} \geq \sigma_{2, c}$.

Notice that, if we let $\sigma_{1}=0$, we obtain exactly the critical exponent introduced in [30] and the estimates for non-existence in [21, Theorem 1.1].

Proof. Part 1. Let first $\sigma_{2} \in\left[\sigma_{1}, \sigma_{2, c}\right.$ ). By applying the transformation (2.6), we map radially symmetric solutions to Eq. (1.1) onto radially symmetric solutions to Eq. (1.5) with $\sigma=2\left(\sigma_{2}-\sigma_{1}\right) /\left(\sigma_{1}+2\right) \geq 0$. We infer from [30] that for any

$$
\begin{equation*}
0 \leq \sigma<\sigma_{c}:=\frac{2(m-1)(\bar{N}-1)}{3 m+1} \tag{4.4}
\end{equation*}
$$

there exist separate variable solutions of the form

$$
w(s, \tau)=\left(T_{0}-\tau\right)^{-1 /(m-1)} f(|x|)
$$

for suitable profiles $f$ satisfying a differential equation given in [30]. We then observe that, in terms of the correspondences in (2.6), condition (4.4) is equivalent to

$$
0 \leq \frac{2\left(\sigma_{2}-\sigma_{1}\right)}{2+\sigma_{1}}<\frac{2(m-1)}{3 m+1}\left[\frac{2\left(N+\sigma_{1}\right)}{2+\sigma_{1}}-1\right]
$$

which is the same as

$$
\sigma_{1} \leq \sigma_{2}<\sigma_{1}+\frac{\left[2(N-1)+\sigma_{1}\right](m-1)}{3 m+1}=\sigma_{2, c} .
$$

Finally, undoing the transformation (2.6), we get radially symmetric separate variable solutions with the form

$$
u(x, t)=w\left(a r^{\theta}, C t\right)=\left(T_{0}-C t\right)^{-1 / m-1} f\left(a|x|^{\theta}\right)=(T-t)^{-1 /(m-1)} F(|x|),
$$

which is the same as (4.2), where $a, C$ are defined in (2.7) and

$$
T_{0}=\frac{T}{C}, \quad F(|x|)=C^{-1 /(m-1)} f\left(a|x|^{\theta}\right), \quad \theta=\frac{\sigma_{1}+2}{2} .
$$

Part 2. This follows from the general non-existence result of [21, Theorem 1.1], proved with the aid of a Pohozaev identity, which in fact holds true for general separate variable solutions to Eq. (1.5) with $p=m$. It states that, in any dimension $\bar{N} \geq 1$, there are no separate variable solutions if

$$
\begin{equation*}
\sigma \geq \frac{(m-1) \bar{N}}{m+1} \tag{4.5}
\end{equation*}
$$

We then find, by replacing $\sigma$ and $\bar{N}$ from (2.6), that (4.5) becomes

$$
\frac{2\left(\sigma_{2}-\sigma_{1}\right)}{2+\sigma_{1}} \geq \frac{2(m-1)\left(N+\sigma_{1}\right)}{(m+1)\left(2+\sigma_{1}\right)}
$$

which leads to (4.3) after obvious simplifications.
Part 3. A closer inspection of Step 4 of the proof of [21, Theorem 1.1] reveals that, for the optimality in the non-existence range, and if assuming that $N$ is just a real parameter in a partial differential equation in radially symmetric variables, it is required to hold true that

$$
\sigma_{c}=\frac{2(m-1)(\bar{N}-1)}{3 m+1}>\frac{2(m-1)}{m+1},
$$

which leads to $\bar{N}>(4 m+2) /(m+1)$, a fact which also confirms the deductions made at a formal level in [30]. Under this greatness condition on $\bar{N}$, non-existence of separate variable solutions (even if not radially symmetric) in Eq. (1.5) holds true for any $\sigma \geq \sigma_{c}$. But the latter conditions on $\bar{N}$ and $\sigma$ together with the definition of $\bar{N}$ in (2.6) give

$$
N>\frac{m \sigma_{1}+4 m+2}{m+1}, \quad \sigma_{2} \geq \sigma_{1}+\frac{\left[2(N-1)+\sigma_{1}\right](m-1)}{3 m+1}=\sigma_{2, c},
$$

and this, together with the existence proved in Part 1, close the circle and show the sharpness of the non-existence range for $\sigma_{2}$ with respect to $\sigma_{1}$.

Related to the case $p=m$, we can also obtain some results when one of the weights is the celebrated Hardy potential, that is, $K|x|^{-2}$, for some suitable constant $K>0$ which does not exceeds the optimal Hardy constant $K_{*}(N)=(N-2)^{2} / 4$, in dimension $N \geq 3$. This constant has been obtained in the classical work by Baras and Goldstein [2] for $m=p=1$
as a limit between the range of existence and non-existence of solutions. We will thus deal with a slightly modified equation than Eq. (1.1), namely

$$
\begin{equation*}
|x|^{\sigma_{1}} u_{t}=\Delta u^{m}+\frac{K}{|x|^{2}} u^{m} \tag{4.6}
\end{equation*}
$$

posed in dimension $N \geq 3$ and consider radially symmetric and compactly supported initial conditions $u(x, 0)=u_{0}(x)$ such that $u_{0} \in C\left(\mathbb{R}^{N}\right), u_{0} \geq 0$. We then have the following

Theorem 4.2. Let $N \geq 3, \sigma_{1}>-2$ and let $u_{0} \in C\left(\mathbb{R}^{N}\right)$ be a radially symmetric, compactly supported function such that $u_{0}(x) \geq 0$ for any $x \in \mathbb{R}^{N}$ and $u_{0} \not \equiv 0$. Let then $K$ be such that $0<K<(N-2)^{2} / 4$. Then there exists a unique self-similar solution to (4.6) taking $u_{0}$ as initial condition as $t \rightarrow 0$. Moreover, if in addition

$$
\begin{equation*}
\lim _{x \rightarrow 0}|x|^{-\left(\sigma_{1}+2\right) /(m-1)} u_{0}(x)=+\infty \tag{4.7}
\end{equation*}
$$

then we have a case of instantaneous blow-up at $x=0$, in the sense that $\lim _{x \rightarrow 0} u(x, t)=+\infty$ for any $t>0$. On the contrary, if

$$
\begin{equation*}
\limsup _{x \rightarrow 0}|x|^{-\left(\sigma_{1}+2\right) /(m-1)} u_{0}(x)<+\infty \tag{4.8}
\end{equation*}
$$

then the solution $u(x, t)$ blows up only at $x=0$ in finite time $t=T \in(0, \infty)$ but not instantaneously. In both cases, the solution can be continued after the blow-up time for any $t>0$.

Proof. We notice that, if $\sigma_{1}>-2$ and $\sigma_{2}=-2$, by applying the transformation (2.6)-(2.7) we are left with Eq. (2.8) with $\sigma=-2$. We then apply previously established results on the equation

$$
\begin{equation*}
w_{\tau}=\Delta w^{m}+\bar{K} s^{-2} w^{m}, \quad 0<\bar{K}<K_{*}(\bar{N})=\frac{(\bar{N}-2)^{2}}{4} \tag{4.9}
\end{equation*}
$$

Notice then that (4.9) is obtained via the transformation (2.6) from Eq. (4.6) with a constant $K=\bar{K} \theta^{2}$. In particular, the existence of radially symmetric solutions to the Cauchy problem follows directly from [28, Proposition 1.2], provided

$$
K=\bar{K} \theta^{2} \leq \frac{(\bar{N}-2)^{2}}{4} \frac{\left(\sigma_{1}+2\right)^{2}}{4}=\frac{(N-2)^{2}}{4}=K_{*}(N)
$$

as claimed. The local behavior near $x=0$ follows from [28, Theorems 1.3 and 1.4] by noticing that the limiting power $s^{-2 /(m-1)}$ in the variable $s=a r^{\theta}$ of the transformed equation is mapped into the limiting power

$$
r^{-2 \theta /(m-1)}=r^{-\left(\sigma_{1}+2\right) /(m-1)}
$$

while the properties of the initial conditions remain unchanged by the transformation (2.6).

## 5 Self-similar solutions for $1 \leq p<m$

The analysis of Eq. (1.5) in this range of exponents was practically lacking from theory and some significant recent progress in its understanding has been achieved by the authors in a series of papers, see for example [27, 29, 19, 20, 22, 33], where different ranges related to the dimension $N$ and the sign of the constant $L$ in (1.9) were considered. The outcome of this analysis was quite unexpected, all the exponents having a strong influence in both the form of the self-similar solutions and of their profiles. We translate and generalize these results to Eq. (1.1) by employing our transformations. The analysis will be split in this case with respect to the sign of the constant $L\left(\sigma_{1}, \sigma_{2}\right)$ defined in (1.10).
Case 1: $\mathbf{L}\left(\sigma_{1}, \sigma_{\mathbf{2}}\right)<\mathbf{0}$. We show in this case that forward self-similar solutions appear, which are global in time. More precisely, we have

Theorem 5.1. Let $m>1, p, \sigma_{1}, \sigma_{2}$ be such that

$$
\begin{equation*}
-2<\sigma_{2}<\sigma_{1}, \quad 1 \leq p<p_{c}\left(\sigma_{1}, \sigma_{2}\right):=m-\frac{(m-1)\left(\sigma_{2}+2\right)}{\sigma_{1}+2}, \tag{5.1}
\end{equation*}
$$

in dimension $N \geq 2$, adding up the restrictions $\sigma_{1} \geq 0, \sigma_{2}>-1$ in dimension $N=1$. Then there exists a unique self-similar solution in forward form (1.8a), where

$$
\alpha=-\frac{\sigma+2}{L\left(\sigma_{1}, \sigma_{2}\right)}, \quad \beta=-\frac{m-p}{L\left(\sigma_{1}, \sigma_{2}\right)},
$$

such that its profile $f(\xi)$, with $\xi=|x|\left(\theta^{2} t\right)^{-\beta}, \theta=\left(\sigma_{1}+2\right) / 2$, has the following local behavior at the origin

$$
\begin{equation*}
f(\xi) \sim\left[D-\frac{m-p}{m\left(N+\sigma_{2}\right)\left(2+\sigma_{2}\right)} \xi^{\sigma_{2}+2}\right]^{1 /(m-p)}, \quad \text { as } \xi \rightarrow 0 \tag{5.2}
\end{equation*}
$$

where $D>0$ is a constant depending on $\sigma_{1}$ and $\sigma_{2}$, and is compactly supported at some $\xi_{0} \in(0, \infty)$ with

$$
f(\xi)>0 \text { for } \xi \in\left(0, \xi_{0}\right), \quad f\left(\xi_{0}\right)=0, \quad\left(f^{m}\right)^{\prime}\left(\xi_{0}\right)=0
$$

Proof. Our starting point is the statement of [22, Theorem 1.1], ensuring that there exists a unique radially symmetric self-similar solution in the form (1.8a) to Eq. (1.5) having a compactly supported profile, with self-similar exponents

$$
\bar{\alpha}=-\frac{\sigma+2}{\sigma(m-1)+2(p-1)}, \quad \bar{\beta}=-\frac{m-p}{\sigma(m-1)+2(p-1)}
$$

and local behavior as $\xi \rightarrow 0$ given by

$$
\begin{equation*}
\bar{f}(\bar{\xi}) \sim\left[D(\sigma)-\frac{m-p}{m(\bar{N}+\sigma)(\sigma+2)} \bar{\xi}^{\sigma+2}\right]^{1 /(m-p)} \tag{5.3}
\end{equation*}
$$

where we use the notation with bar for the variables related to Eq. (1.5), provided that $1 \leq p<1-\sigma(m-1) / 2$. We apply our transformation (2.6)-(2.7) and we infer from the value of $\sigma$ in (2.6) that the self-similar exponents are mapped to

$$
\alpha=-\frac{\sigma+2}{L\left(\sigma_{1}, \sigma_{2}\right)}, \quad \beta=-\frac{m-p}{L\left(\sigma_{1}, \sigma_{2}\right)}
$$

and the limiting value of $p$ for the solution to exist changes into

$$
p_{\max }=1-\frac{\sigma(m-1)}{2}=\frac{m \sigma_{1}-(m-1) \sigma_{2}+2}{\sigma_{1}+2}=p_{c}\left(\sigma_{1}, \sigma_{2}\right)
$$

Thus, the forward self-similar solution with compact support exists provided $1 \leq p<$ $p_{c}\left(\sigma_{1}, \sigma_{2}\right)$, as stated. Notice that (5.1) gives

$$
p_{c}\left(\sigma_{1}, \sigma_{2}\right)-1=\frac{(m-1)\left(\sigma_{1}-\sigma_{2}\right)}{\sigma_{1}+2}>0, \quad m-p_{c}\left(\sigma_{1}, \sigma_{2}\right)=\frac{(m-1)\left(\sigma_{2}+2\right)}{\sigma_{1}+2}>0
$$

whence $p_{c}\left(\sigma_{1}, \sigma_{2}\right) \in(1, m)$. With respect to the local behavior as $\xi \rightarrow 0$, we apply (2.6) and (2.7) to (5.3). In particular, we get

$$
\begin{aligned}
\frac{m-p}{m(\bar{N}+\sigma)(\sigma+2)} & \bar{\xi}^{\sigma+2}=\frac{m-p}{m(\bar{N}+\sigma)(\sigma+2)}\left(s \tau^{-\bar{\beta}}\right)^{\sigma+2} \\
& =\frac{(m-p)\left(\sigma_{1}+2\right)^{2}}{4 m\left(N+\sigma_{2}\right)\left(\sigma_{2}+2\right)}\left(\theta^{-2 /(\sigma+2)} r^{\theta} \theta^{-2 \sigma \bar{\beta} /(\sigma+2)} t^{-\bar{\beta}}\right)^{\sigma+2} \\
& =\frac{m-p}{m\left(N+\sigma_{2}\right)\left(\sigma_{2}+2\right)} r^{\theta(\sigma+2)} t^{-\bar{\beta}(\sigma+2)} \theta^{-2 \sigma \bar{\beta}} \\
& =\frac{m-p}{m\left(N+\sigma_{2}\right)\left(\sigma_{2}+2\right)} \theta^{-\beta\left(\sigma_{2}-\sigma_{1}\right)}\left(r t^{-\beta}\right)^{\sigma_{2}+2} \\
& =\frac{m-p}{m\left(N+\sigma_{2}\right)\left(\sigma_{2}+2\right)} \xi^{\sigma_{2}+2}
\end{aligned}
$$

where $\xi=|x|\left(\theta^{\left(\sigma_{2}-\sigma_{1}\right) /\left(\sigma_{2}+2\right)} t\right)^{-\beta}$. The proof is now complete.
Let us remark here that this unique self-similar solution with compact support is global in time, but a close inspection of the classification of self-similar solutions in [22] plus an application of the transformation (2.6) reveal that there are infinitely many self-similar solutions with the same exponents $\alpha, \beta$ and the same local behavior as $\xi \rightarrow 0$ as in (5.3), but with an increasing, unbounded behavior as $\xi \rightarrow \infty$. Furthermore, the unique compactly supported solution given by Theorem 5.1 suggests that compactly supported general solutions to Eq. (1.1) should also exist globally in time (provided the comparison principle holds true, which is a difficult problem).

Case 2: $\mathbf{L}\left(\sigma_{1}, \sigma_{2}\right)>\mathbf{0}$. This is the blow-up range, where self-similar solution in backward form (1.8b) are expected. We indeed have the following result:

Theorem 5.2. Let $m>1,1 \leq p<m$ and assume that $\sigma_{1}>-2, \sigma_{2}>-2$ if $N \geq 2$ or $\sigma_{1} \geq 0, \sigma_{2}>-1$ if $N=1$ are such that $L\left(\sigma_{1}, \sigma_{2}\right)>0$.. Then there exist compactly supported, radially symmetric self-similar solutions to Eq. (1.1) in the form (1.8b), with positive self-similar exponents

$$
\alpha=\frac{\sigma+2}{L\left(\sigma_{1}, \sigma_{2}\right)}, \quad \beta=\frac{m-p}{L\left(\sigma_{1}, \sigma_{2}\right)}
$$

Together with this existence theorem, we can furthermore state a result classifying the local behavior in a neighborhood of the origin of the profiles $f(\xi)$, where $\xi=|x|(T-t)^{\beta}$. This depends on the magnitude of $\sigma_{2}$ with respect to $\sigma_{1}$ and will be made precise below. In what follows, by $C\left(m, N, p, \sigma_{1}, \sigma_{2}\right)$ we understand positive constants depending on the mentioned parameters.

Theorem 5.3. In the same conditions as in Theorem 5.2, we have the following classification.

1. There exists $K_{0}>0$ such that, if

$$
\begin{equation*}
\sigma_{2}<\sigma_{1}+K_{0} \frac{\sigma_{1}+2}{2} \tag{5.4}
\end{equation*}
$$

then the self-similar profiles $f(\xi)$ present the following local behavior as $\xi \rightarrow 0$ :

$$
f(\xi) \sim \begin{cases}{\left[D+C\left(m, p, N, \sigma_{1}, \sigma_{2}\right) \xi^{\sigma_{1}+2}\right]^{1 /(m-1)},} & \text { if } \sigma_{2} \geq \sigma_{1}  \tag{5.5}\\ {\left[D-\frac{m-p}{m\left(N+\sigma_{2}\right)\left(\sigma_{2}+2\right)} \xi^{\sigma_{2}+2}\right]^{1 /(m-p)},} & \text { if }-2<\sigma_{2}<\sigma_{1}\end{cases}
$$

2. There exists at least a value $K^{*} \in(0, \infty)$ such that, if

$$
\begin{equation*}
\sigma_{2}=\sigma_{1}+K^{*} \frac{\sigma_{1}+2}{2}, \tag{5.6}
\end{equation*}
$$

then the self-similar profiles $f(\xi)$ present the following local behavior as $\xi \rightarrow 0$ :

$$
\begin{equation*}
f(\xi) \sim C\left(m, N, p, \sigma_{1}, \sigma_{2}\right) \xi^{\left(\sigma_{1}+2\right) /(m-1)} \tag{5.7}
\end{equation*}
$$

3. There exists $K_{1}>0$ such that, if

$$
\begin{equation*}
\sigma_{2}>\sigma_{1}+K_{1} \frac{\sigma_{1}+2}{2}, \tag{5.8}
\end{equation*}
$$

then the self-similar profiles $f(\xi)$ present the following local behavior as $\xi \rightarrow 0$ :

$$
\begin{equation*}
f(\xi) \sim C\left(m, N, p, \sigma_{1}, \sigma_{2}\right) \xi^{\left(\sigma_{2}+2\right) /(m-p)} \tag{5.9}
\end{equation*}
$$

Notice that the previous exponents in the local behaviors as $\xi \rightarrow 0$ are coherent with the ones coming from the non-homogeneous porous medium equation without reaction, as shown in [60], where the typical exponent $\xi^{2}$ in the Barenblatt solutions is replaced by $\xi^{2+\sigma_{1}}$.

Proof of Theorems 5.2 and 5.3. The outcome of Theorem 5.2 follows immediately by applying our transformation (2.6) to the self-similar solutions to Eq. (1.5) given in [19, Theorem 1.2]. With respect to the local behavior as $\xi \rightarrow 0$, we translate to our solutions the classification established in [19, Theorem 1.3], which gives the local behavior in a neighborhood of the origin of radially symmetric self-similar solutions to Eq. (1.5) with respect to the magnitude of $\sigma$. Indeed, the conditions related to the intervals of $\sigma$ in the statement of [19, Theorem 1.3] (that is, $\sigma<\sigma_{0}, \sigma=\sigma^{*}$, respectively $\sigma>\sigma_{1}$ ) are translated into (5.4), (5.6), respectively (5.8). With respect to the local behavior as $\xi \rightarrow 0$, we take the three possible behaviors given in the Introduction of [19] and, retaking the convention of denoting by bar the variables related to Eq. (1.5) and by $K$ a generic positive constant (which may change from one line to another), we notice that

$$
\bar{\xi}^{2}=K\left(a r^{\theta} t^{-\bar{\beta}}\right)^{2}=K\left(r t^{-\bar{\beta} / \theta}\right)^{2 \theta}=K\left(r t^{-\beta}\right)^{\sigma_{1}+2},
$$

in the first case, leading to (5.5) in the case $\sigma_{2} \geq \sigma_{1}$, while

$$
\bar{\xi}^{2 /(m-1)}=K\left(a r^{\theta} t^{-\bar{\beta}}\right)^{2 /(m-1)}=K\left(r t^{-\beta}\right)^{\left(\sigma_{1}+2\right) /(m-1)}
$$

in the second case, which leads to (5.7), and finally

$$
\bar{\xi}^{(\sigma+2) /(m-p)}=K\left(a r^{\theta} t^{-\bar{\beta}}\right)^{(\sigma+2) /(m-p)}=K\left(r t^{-\beta}\right)^{(\sigma+2) \theta /(m-p)}=K\left(r t^{-\beta}\right)^{\left(\sigma_{2}+2\right) /(m-p)}
$$

taking into account the expressions of $\theta$ and $\sigma$ given in (2.6). The latter thus leads to (5.9).

Remark. An explicit solution for $p=1$. The transformed equation Eq. (2.8) allows for an interesting explicit solution for $p=1$ and in dimension $\bar{N}=1$, identified in [27], namely, in self-similar variable,

$$
\begin{equation*}
\bar{f}(\bar{\xi})=\bar{\xi}^{2 /(m-1)}\left[\frac{m-1}{2 m(m+1)}-B \bar{\xi}^{\sigma}\right]_{+}^{1 /(m-1)}, \quad B=\frac{(m-1)^{2}}{m(\sigma+2)(m \sigma+m+1)} \tag{5.10}
\end{equation*}
$$

with $\sigma=\sqrt{2(m+1)}$. We can apply our second transformation (2.9)-(2.10) to the solution whose profile is given in (5.10) to obtain an explicit solution to Eq. (1.1) when the exponents and dimension satisfy the following conditions

$$
p=1, \quad N=2+\frac{m\left(\sigma_{1}+2\right)}{m+1}, \quad \sigma_{2}=\sigma_{1}+\frac{m \sqrt{2(m+1)}\left(\sigma_{1}+2\right)}{m+1}
$$

This explicit solution is self-similar and has the following form

$$
\begin{align*}
u(x, t) & =(T-t)^{-1 /(m-1)} a^{2 /(m-1)}|x|^{\left(\sigma_{1}+2\right) /(m-1)} \\
& \times\left[\frac{m-1}{2 m(m+1)}-B a^{\sqrt{2(m+1)}}(T-t)|x|^{\sigma_{2}-\sigma_{1}}\right]_{+}^{1 /(m-1)} \tag{5.11}
\end{align*}
$$

where $a$ is, as usual, defined in (2.7). Notice that the solution defined in (5.11) presents the typical local behavior (5.7) as $|x| \rightarrow 0$ and an interface.

Case 3: $\mathbf{L}\left(\sigma_{1}, \sigma_{\mathbf{2}}\right)=\mathbf{0}$. We are left with this critical case, in which it is easy to show (by simply inserting the ansatz (1.8a) or (1.8b) in Eq. (1.1) and equate the powers of $t$, respectively $T-t$ in the three terms of Eq. (1.1) to obtain an incompatible system) that Eq. (1.1) does not admit any self-similar solutions in either forward or backward form. Nevertheless, we prove that there are exponential self-similar solutions.

Theorem 5.4. Assume that $\sigma_{1}>-2$ in dimension $N \geq 2$ and $\sigma_{1} \geq 0$ in dimension $N=1$ and that

$$
\sigma_{2}=\frac{\sigma_{1}(m-p)-2(p-1)}{m-1}
$$

Then there exists a unique pair of exponents

$$
\begin{equation*}
\alpha^{*}, \beta^{*} \in(0, \infty), \quad \frac{\alpha^{*}}{\beta^{*}}=\frac{\sigma_{1}+2}{m-1} \tag{5.12}
\end{equation*}
$$

such that there exists a one-parameter family of compactly supported self-similar solutions in exponential form (1.8c) to Eq. (1.1), whose profiles satisfy $f(0)>0$ and the following local behavior as $\xi \rightarrow 0$ :

$$
\begin{equation*}
f(\xi) \sim\left[K-\frac{(m-1)^{2}}{m\left(\sigma_{1}+2\right)\left[N(m-1)+\sigma_{1}(m-p)-2(p-1)\right]} \xi^{\left(\sigma_{1}+2\right)(m-p) /(m-1)}\right]^{1 /(m-p)} \tag{5.13}
\end{equation*}
$$

Moreover, for any $\alpha \in\left(\alpha^{*}, \infty\right)$ and corresponding $\beta \in(0, \infty)$ connected to $\alpha$ by the ratio in (5.12), there exists a one-parameter family of self-similar solutions in exponential form (1.8c) to Eq. (1.1) such that they behave as in (5.13) as $\xi \rightarrow 0$ and have the following behavior as $\xi \rightarrow \infty$

$$
\begin{equation*}
f(\xi) \sim C\left(m, p, \alpha, \sigma_{1}\right) \xi^{\left(\sigma_{1}+2\right) /(m-1)}(\log \xi)^{-1 /(p-1)} \tag{5.14}
\end{equation*}
$$

where $C\left(m, p, \alpha, \sigma_{1}\right)>0$ is a positive constant (that can be made explicit).
Proof. The proof follows from merging our transformation (2.6) with the results in [20, Theorem 1.1]. First of all, the connection between exponents $\alpha$ and $\beta$ given in (5.12) is a direct consequence of the ansatz (1.8c). Indeed, if we compute every term in Eq. (1.1) by replacing $|x|=\xi e^{\beta t}$ and $u(x, t)=e^{\alpha t} f(\xi)$, and we only look at the factors involving the time variable, we readily get the equalities

$$
m \alpha-2 \beta=\alpha+\sigma_{1} \beta=p \alpha+\sigma_{2} \beta
$$

which gives $\alpha=\left(\sigma_{1}+2\right) \beta /(m-1)$, as claimed in (5.12). Let us now look at [20, Theorem 1.1]. On the one hand, it applies to Eq. (2.8) when $\sigma=-2(p-1) /(m-1)$, which gives

$$
\sigma_{2}=\frac{\sigma_{1}(m-p)-2(p-1)}{m-1}, \quad \text { or equivalently } \quad L\left(\sigma_{1}, \sigma_{2}\right)=0
$$

as desired. On the other hand, [20, Theorem 1.1] states the uniqueness of a pair of selfsimilar exponents and a one-parameter family of compactly supported solutions in exponential form to Eq. (2.8) whose profiles have the local behavior

$$
\begin{equation*}
\bar{f}(\bar{\xi}) \sim\left[K-\frac{(m-1)^{2}}{2 m[\bar{N}(m-1)-2(p-1)]} \bar{\xi}^{2(m-p) /(m-1)}\right]^{1 /(m-p)}, \quad \text { as } \bar{\xi} \rightarrow 0 \tag{5.15}
\end{equation*}
$$

We next show that, by taking into account that $\bar{\xi}=a \xi^{\theta}$ and inserting into (5.15) the expressions for $\bar{N}$ and $\theta$ given in (2.6) and also the constant $a$ in (2.7), easy calculations lead to the local behavior (5.13). More precisely,

$$
\begin{aligned}
\bar{\xi}^{2(m-p) /(m-1)} & =a^{2(m-p) /(m-1)} \xi^{2 \theta(m-p) /(m-1)}=\theta^{-2} \xi^{\left(\sigma_{1}+2\right)(m-p) /(m-1)} \\
& =\frac{4}{\left(\sigma_{1}+2\right)^{2}} \xi^{\left(\sigma_{1}+2\right)(m-p) /(m-1)}
\end{aligned}
$$

while

$$
\frac{(m-1)^{2}}{2 m[\bar{N}(m-1)-2(p-1)]}=\frac{(m-1)^{2}\left(\sigma_{1}+2\right)}{4 m\left[N(m-1)+\sigma_{1}(m-p)-2(p-1)\right]}
$$

By multiplying the previous two equalities and inserting their outcome into (5.15), we arrive to (5.13). In the same way, starting from the local behavior at infinity of the unbounded self-similar profiles given in [20, Theorem 1.1], that is,

$$
\bar{f}(\bar{\xi}) \sim \bar{C}(m, p, \bar{\alpha}) \bar{\xi}^{2 /(m-1)}(\log \bar{\xi})^{-1 /(p-1)}, \quad \text { as } \bar{\xi} \rightarrow \infty
$$

and applying the same transformations as in the previous considerations, we get the behavior (5.14).

Remark. Observe that the exponential self-similar solutions live for any $t \in(-\infty, \infty)$, thus they are also known in literature as eternal solutions. The rescaling

$$
\begin{equation*}
u_{\lambda}(x, t)=\lambda u\left(\lambda^{-(m-1) /\left(\sigma_{1}+2\right)} x, t\right) \tag{5.16}
\end{equation*}
$$

maps solutions to Eq. (1.1) with $L\left(\sigma_{1}, \sigma_{2}\right)=0$ into other solutions of the same equation. At the level of self-similar solutions, if moreover we let $\lambda=e^{\alpha t_{0}}$ for some $t_{0} \in \mathbb{R}$, (5.16) writes as

$$
u_{\lambda}(x, t)=e^{\alpha\left(t+t_{0}\right)} f\left(|x| e^{-\beta\left(t+t_{0}\right)}\right)
$$

thus the rescaled versions of an exponential self-similar solution are just translations in time (either forward or backward, depending on whether $t_{0}>0$ or $t_{0}<0$ ). The existence of one-parameter families of exponential self-similar solutions in Theorem 5.4 has to be then understood as a uniqueness result modulo the rescaling (5.16) which in fact gives the same solution delayed with different times.

We are left with the limiting case $\sigma_{2}=-2$ (with $\sigma_{1}>-2$ ), which gives $\sigma=-2$ by applying the transformation (2.6). We then have

Theorem 5.5. Let $m>1,1<p<m, N \geq 3, \sigma_{1}>-2$ and $\sigma_{2}=-2$. Then there exists $a$ unique self-similar solution of the form

$$
u(x, t)=f(\xi), \quad \xi=|x| t^{-1 /\left(\sigma_{1}+2\right)}
$$

such that its profile $f(\xi)$ is compactly supported at some $\xi_{0} \in(0, \infty)$ in the sense that $f\left(\xi_{0}\right)=0, f(\xi)>0$ for any $\xi \in\left(0, \xi_{0}\right)$ and $\left(f^{m}\right)^{\prime}\left(\xi_{0}\right)=0$, and has a logarithmic singularity at $\xi=0$

$$
\begin{equation*}
f(\xi) \sim\left[-\frac{(m-p)\left(\sigma_{1}+2\right)^{2}}{4 m(N-2)} \ln \xi+K\right]^{1 /(m-p)}, \quad \text { as } \xi \rightarrow 0 \tag{5.17}
\end{equation*}
$$

Proof. We readily notice that, by applying the transformation (2.6)-(2.7) to Eq. (1.1) with $\sigma_{2}=-2$, we arrive to Eq. (2.8) with $\sigma=-2$, independent of the value of $\sigma_{1}>-2$. We next infer from [33, Theorem 1.1] that Eq. (2.8), posed in dimension $\bar{N}>2$ (even if taken as a real parameter, as it follows by an inspection of its proof) admits a unique compactly supported self-similar solution in the form

$$
w(s, \tau)=\bar{f}(\bar{\xi}), \quad \bar{\xi}=|s| \tau^{-1 / 2}
$$

and such that

$$
\begin{equation*}
\bar{f}(\bar{\xi}) \sim\left[-\frac{m-p}{m(\bar{N}-2)} \ln \bar{\xi}+K\right]^{1 /(m-p)}, \quad \text { as } \bar{\xi} \rightarrow 0 \tag{5.18}
\end{equation*}
$$

Observe first that, if $N \geq 3$, then

$$
\bar{N}=\frac{2\left(N+\sigma_{1}\right)}{\sigma_{1}+2} \geq \frac{2\left(\sigma_{1}+3\right)}{\sigma_{1}+2}=2+\frac{2}{\sigma_{1}+2}>2,
$$

hence the previous statement applies to any dimension $N \geq 3$. We then notice that, modulo constants that do not play any role when taking logarithms, we have $\bar{\xi} \sim \xi^{\theta}$, hence, by applying (2.6) to the local behavior in (5.18) and noticing that

$$
\frac{(m-p) \theta}{m(\bar{N}-2)}=\frac{(m-p)\left(\sigma_{1}+2\right)^{2}}{4 m(N-2)}
$$

we obtain the local behavior (5.17). Moreover, with respect to the self-similar exponent, we have

$$
|s| \tau^{-1 / 2}=a r^{\theta} \tau^{-1 / 2}=a\left(r \tau^{-1 / 2 \theta}\right)^{\theta}=a C^{-1 / 2}\left(r t^{-1 /\left(\sigma_{1}+2\right)}\right)^{\theta}
$$

hence the new self-similarity exponent in Eq. (1.1) becomes $1 /\left(\sigma_{1}+2\right)$, as claimed.
Notice also that the singularity at $\xi=0$ is integrable, hence this solution can be considered as a weak solution in $L^{1}$ (and any other $L^{p}$ space with $1<p<\infty$ ), despite being unbounded. We refer the reader to our work [33] for similar considerations and omit the details here.

## 6 The special case $\sigma_{1}=\sigma_{2}$. Improved results

Throughout this section, we will consider $\sigma_{1}=\sigma_{2} \in(-2, \infty)$. As explained in the Introduction, this specific case has been considered in a number of both physical and mathematical works, and a number of results on it are now available. Moreover, all the results in previous sections also hold true. However, the fact that Eq. (1.1) is mapped through the change of variable (2.6) into the well studied homogeneous equation Eq. (1.4) allows us to extract more information from it. To this end, let us introduce a number of critical exponents. The first one, known just as critical exponent, is given by

$$
\begin{equation*}
p_{c}\left(\sigma_{2}\right):=\frac{m\left(N+\sigma_{2}\right)}{N-2}, \quad \text { provided } N>2, \tag{6.1}
\end{equation*}
$$

while the second one is known as the Sobolev exponent

$$
\begin{equation*}
p_{s}\left(\sigma_{2}\right):=\frac{m\left(N+2 \sigma_{2}+2\right)}{N-2}, \quad \text { provided } N>2 \tag{6.2}
\end{equation*}
$$

The third critical exponent has been identified for the first time by Joseph and Lundgren in relation with some quasilinear elliptic problems in [34] and will be called the JosephLundgren exponent, which in our case will have the form

$$
\begin{equation*}
p_{J L}\left(\sigma_{2}\right):=\frac{m\left[N^{2}-8 N+4-2 \sigma_{2}^{2}-2(N+2) \sigma_{2}+2\left(\sigma_{2}+2\right) \sqrt{\left(\sigma_{2}+2\right)\left(2 N+\sigma_{2}-2\right)}\right]}{(N-2)\left(N-10-4 \sigma_{2}\right)} \tag{6.3}
\end{equation*}
$$

which is defined in dimension $N>10+4 \sigma_{2}$. Finally, a higher critical exponent will be considered, namely, the Lepin exponent, which has been identified for the first time by Lepin [44] for the case $m=1$. In our notation, will have the rather tedious expression

$$
\begin{equation*}
p_{L}\left(\sigma_{2}\right):=1+\frac{3 m\left(\sigma_{2}+2\right)+\sqrt{L}}{2\left(N-10-4 \sigma_{2}\right)}, \quad \text { provided } N>10+4 \sigma_{2} \tag{6.4}
\end{equation*}
$$

where
$L=4(m-1)^{2}\left(N-10-4 \sigma_{2}\right)^{2}+2(m-1)(5 m-4)\left(\sigma_{2}+2\right)\left(N-10-4 \sigma_{2}\right)+9 m^{2}\left(\sigma_{2}+2\right)^{2}$.
In all these four expressions above, we consider by convention the critical exponents equal to $+\infty$ in dimensions that are smaller than the ones considered in the definitions. We will give below a sequence of results showing how these critical exponents influence on the qualitative behavior of radially symmetric solutions to Eq. (1.1). The first theorem puts into evidence the influence of the critical and Sobolev exponents.

Theorem 6.1. Let $m>1, N \geq 2$ and $\sigma_{1}=\sigma_{2} \in(-2, \infty)$ (or $N=1$ and $\sigma_{1}=\sigma_{2} \in(0, \infty)$ ) and let $p$ be such that $m<p<p_{s}\left(\sigma_{2}\right)$. Then the following properties hold true.

1. There exists a decreasing radially symmetric self-similar solution in backward form (1.8b) to Eq. (1.1) (modulo the choice of $T>0$ ), with self-similar exponents

$$
\alpha=\frac{1}{p-1}, \quad \beta=\frac{p-m}{\left(\sigma_{2}+2\right)(p-1)} .
$$

2. For $p>p_{c}\left(\sigma_{2}\right)$ (and not limited to $p_{s}\left(\sigma_{2}\right)$ ), there exists an explicit singular stationary solution to Eq. (1.1)

$$
\begin{equation*}
u(x, t)=K|x|^{-\left(\sigma_{2}+2\right) /(p-m)}, \quad K=\left[\frac{m(N-2)\left(\sigma_{2}+2\right)\left(p-p_{c}\left(\sigma_{2}\right)\right)}{(p-m)^{2}}\right]^{1 /(p-m)} \tag{6.5}
\end{equation*}
$$

3. Let $u$ be a radially symmetric solution to Eq. (1.1) which blows up at a finite time $T \in(0, \infty)$. Then blow-up is complete if $m<p \leq p_{s}\left(\sigma_{2}\right)$, that is, $u(t) \equiv \infty$ for any $t>T$. The same holds true even for $p>p_{s}\left(\sigma_{2}\right)$, provided that the blow-up of $u$ at time $t=T$ takes place in more points than the origin $x=0$.

Proof. Part 1. This follows easily from [61, Theorem 4, Section 1, Chapter IV]. Indeed, the quoted reference gives the existence of a monotone decreasing, radially symmetric selfsimilar solution to Eq. (1.4) with self-similar exponents

$$
\bar{\alpha}=\frac{1}{p-1}, \quad \bar{\beta}=\frac{p-m}{2(p-1)}
$$

Undoing the transformation (2.6) entails $\alpha=\bar{\alpha}$ and

$$
\beta=\frac{\bar{\beta}}{\theta}=\frac{p-m}{\left(\sigma_{2}+2\right)(p-1)}
$$

as desired
Part 2. This follows by direct calculation and we omit the details. We can also obtain the same formula (6.5) by employing the transformation (2.6)-(2.7) on the stationary solution (given for example in $[11$, Section 5])

$$
w(s)=\bar{K} s^{-2 /(p-m)}, \quad \bar{K}=\left[\frac{2 m}{p-m}\left(\bar{N}-2-\frac{2 m}{p-m}\right)\right]^{1 /(p-m)}
$$

to Eq. (2.8) with $\sigma=0$ and with dimension parameter $\bar{N}$ defined in (2.6).
Part 3. Let $u$ be a radially symmetric solution to Eq. (1.1) which blows up at some time $T \in(0, \infty)$. We transform it by applying (2.6)-(2.7) into a solution $w(s, \tau)$ to Eq. (2.8) in dimension $\bar{N} \geq 1$ having as blow-up time $T_{1}:=\left(\sigma_{2}+2\right)^{2} T / 4 \in(0, \infty)$. According to [11, Theorem 5.1], if $m<p \leq p_{s}:=m(\bar{N}+2) /(\bar{N}-2)$ blow-up of $w$ is complete, and the same happens if $p>p_{s}$ provided that the blow-up set of $w$ at $t=T$ is not the singleton $\{0\}$. We reach our conclusion by undoing the transformation and noticing that

$$
\frac{m(\bar{N}+2)}{\bar{N}-2}=\frac{m\left(N+2 \sigma_{2}+2\right)}{N-2}=p_{s}\left(\sigma_{2}\right)
$$

as claimed.
The two higher critical exponents $p_{J L}\left(\sigma_{2}\right)$ and $p_{L}\left(\sigma_{2}\right)$ play an important role in the existence and form of the self-similar solutions and the possibility of continuation after the blow-up time. More precisely, we have:

Theorem 6.2. Let $m>1, N>2$ and $\sigma_{1}=\sigma_{2} \in(-2, \infty)$ and let $p$ be such that $p_{s}\left(\sigma_{2}\right)<p$. Then the following properties hold true.

1. If $p_{s}\left(\sigma_{2}\right)<p<p_{J L}\left(\sigma_{2}\right)$, then there exists an infinite sequence of radially symmetric self-similar solutions in backward form (1.8b) to Eq. (1.1)

$$
u_{n}(x, t)=(T-t)^{-1 /(p-1)} f_{n}\left(|x|(T-t)^{-\beta}\right), \quad \beta=\frac{p-m}{\left(\sigma_{2}+2\right)(p-1)}
$$

such that the profiles $f_{n}$ satisfy

$$
f_{n}(\xi) \sim C \xi^{-\left(\sigma_{2}+2\right) /(p-m)}, \quad \text { as } \xi \rightarrow \infty
$$

If $N>10+4 \sigma_{2}$ and $p_{J L}\left(\sigma_{2}\right) \leq p<p_{L}\left(\sigma_{2}\right)$, there exists at least one self-similar solution with the same form and properties. All these self-similar solutions can be continued for times $t>T$, in the sense that $u(\cdot, t) \in L^{\infty}\left(\mathbb{R}^{N}\right)$ for $t>T$.
2. If $u_{0}(|x|)=u(|x|, 0)$ for any self-similar solution $u$ as in the previous part, and if we consider the rescaling

$$
u_{0, \lambda}(|x|)=\lambda u_{0}\left(\lambda^{-(m-1) /\left(\sigma_{2}+2\right)}|x|\right), \quad \lambda>0
$$

then there exists at least a radially symmetric solution $u_{\lambda}$ to Eq. (1.1). Moreover, for $\lambda>1, u_{\lambda}(\cdot, t) \in L^{\infty}\left(\mathbb{R}^{N}\right)$ for any $t>0$ (that is, the solution is global), while for $\lambda>1$, $u_{\lambda}$ presents a complete blow-up at time $T_{\lambda} \in(0, \infty)$.

Proof. The first part follows directly by applying the transformations (2.6)-(2.7) to the self-similar solutions to Eq. (1.4) given in [11, Theorem 12.1] for $p_{s}<p<p_{J L}$, respectively [11, Theorem 12.2] for $p_{J L} \leq p<p_{L}$, where the corresponding exponents

$$
p_{s}=\frac{m(\bar{N}+2)}{\bar{N}-2}, \quad p_{J L}=m\left[1+\frac{4}{\bar{N}-4-2 \sqrt{\bar{N}-1}}\right], \quad \bar{N} \geq 11
$$

and

$$
p_{L}=1+\frac{3 m+\sqrt{(m-1)^{2}(\bar{N}-10)^{2}+2(m-1)(5 m-4)(\bar{N}-10)+9 m^{2}}}{\bar{N}-10}
$$

also for $\bar{N} \geq 11$, are respectively the Sobolev, Joseph-Lundgren and Lepin exponents for Eq. (1.1) in dimension $\bar{N} \geq 1$. The second part follows in a similar way from the outcome of [11, Theorem 14.1]. We omit here the details, as they are very similar to the ones in previous proofs.

## 7 The semilinear case $m=1$

This section is devoted to applications of our transformations to the heat equation with (possibly) two weights, that is, letting $m=1$ but any possible $\sigma_{1}, \sigma_{2}$ in Eq. (1.1). As explained in the Introduction, this case is strongly related to models from applied sciences, in particular from the fluid flow in channels according to $[52,53,63,10,6]$. Moreover, from the mathematical point of view, some results in the case $\sigma_{2}=0$ but $\sigma_{1}<0$ have been obtained in [54], where transformations which are particular cases of the ones we consider here have been introduced and used. We shall give here more general results which extend some of the ones given already in the above mentioned works. It is a well-known fact that the properties of the solutions to Eq. (2.8) with $m=1$ differ quite strongly with respect to the sign of $\sigma$, which also leads to differences in the properties of Eq. (1.1) between the cases $\sigma_{1}>\sigma_{2}$ and $\sigma_{1}<\sigma_{2}$. The first theorem is related to self-similar solutions and self-similar blow-up behavior. To state it, for any generic $\sigma>-2$ let us introduce the Sobolev and Joseph-Lundgren exponents

$$
\begin{gather*}
p_{s}(\sigma)=\frac{N+2+2 \sigma}{N-2}, \quad \text { for } N>2  \tag{7.1a}\\
p_{J L}(\sigma)=1+\frac{2 \sigma+4}{N-4-\sigma-\sqrt{(2 N+\sigma-2)(\sigma+2)}}, \quad \text { for } N>10+4 \sigma \tag{7.1b}
\end{gather*}
$$

with the convention that the two critical exponents are equal to $+\infty$ in lower space dimensions. We then have:

Theorem 7.1. Let $m=1, \sigma_{1}>-2, \sigma_{2} \geq-2$ in dimension $N \geq 2$, with the further restriction $\sigma_{1}>0$ if $N=1$.
(a) Assume $1<p<p_{s}\left(\sigma_{2}\right)$. Then, if $\sigma_{2} \geq \sigma_{1}$, there are no self-similar solutions to Eq. (1.1), while if $\sigma_{2}<\sigma_{1}$, there exist radially symmetric self-similar solutions of the form

$$
\begin{equation*}
u(x, t)=(T-t)^{-\alpha} f\left(|x|(T-t)^{-1 /\left(\sigma_{1}+2\right)}\right), \quad \alpha=\frac{\sigma_{2}+2}{(p-1)\left(\sigma_{1}+2\right)} \tag{7.2}
\end{equation*}
$$

with a decreasing profile $f$ such that

$$
\begin{equation*}
f(\xi) \sim K \xi^{-\left(\sigma_{2}+2\right) /(p-1)}, \quad \text { as } \xi \rightarrow \infty \tag{7.3}
\end{equation*}
$$

(b) Assume $N \geq 3$ and $p_{s}\left(\sigma_{2}\right)<p<p_{J L}\left(\sigma_{2}\right)$. Then there exist infinitely many radially symmetric self-similar solutions with the same form as in part (a).
(c) Assume now $N>10+4 \sigma_{2}$ and $p>p_{J L}\left(\sigma_{2}\right)$. Then, for any sufficiently large natural number $n$, there exists a radially symmetric, positive and radially decreasing solution $u_{n}$ to Eq. (1.1) blowing up at a finite time $T \in(0, \infty)$ and only at the origin $x=0$ with $a$ prescribed blow-up rate

$$
\begin{equation*}
\lim _{t \rightarrow T}(T-t)^{2 n / L\left(N, p, \sigma_{1}\right)} u_{n}(0, t)=K>0 \tag{7.4}
\end{equation*}
$$

where

$$
\begin{equation*}
L\left(N, p, \sigma_{1}\right)=\frac{(N-2)\left(p-p_{s}\left(\sigma_{1}\right)\right)-\sqrt{M\left(N, p, \sigma_{1}\right)}}{2+\sigma_{1}} \tag{7.5}
\end{equation*}
$$

and

$$
\begin{equation*}
M\left(N, p, \sigma_{1}\right)=(p-1)^{2} N^{2}-4(p-1)\left(p \sigma_{1}+3 p-1\right) N+4 p \sigma_{1}\left(\sigma_{1}+2 p+2\right)+20 p^{2}-8 p+4 \tag{7.6}
\end{equation*}
$$

Notice that part (c) of Theorem 7.1 is a characterization of a blow-up of Type II, that is, where solutions can blow up at the same time $T$ with different blow-up rates for the same exponents in the equation.

Proof. (a) We infer from [9, Theorem A, Part (a)] that Eq. (2.8) admits at least one radially symmetric self-similar solution with decreasing profile if $1<p<p_{s}(\sigma)$ and $\sigma \in(-2,0)$, and no proper radially symmetric self-similar solution at all if $\sigma \geq 0$ (except, in the case $\sigma=0$, for the constant solution). We reach the conclusion by undoing the change of variable (2.6) and noticing that

$$
p_{s}(\sigma)=\frac{\bar{N}+2 \sigma+2}{\bar{N}-2}=\frac{N+2 \sigma_{2}+2}{N-2}
$$

and that $\sigma \geq 0$ is equivalent with $\sigma_{2} \geq \sigma_{1}$. Moreover, the blow-up self-similar solutions to Eq. (2.8) have the form

$$
w(s, \tau)=\left(T_{0}-\tau\right)^{-(\sigma+2) / 2(p-1)} f\left(|x|\left(T_{0}-\tau\right)^{-1 / 2}\right)
$$

with

$$
f(\xi) \sim K \xi^{-(\sigma+2) /(p-1)}, \quad \text { as } \xi \rightarrow \infty
$$

Undoing the change of variables (2.6)-(2.7), we readily find the desired form of exponents and decay of the profile for $u$ self-similar solution to Eq. (1.1) as stated in (7.2) and (7.3) (with a new blow-up time which is $T=T_{0} / C$ and $C$ is defined in (2.7)).
(b) This is just an application of our transformation (2.6)-(2.7) to the outcome of $[9$, Theorem A, Part (b)].
(c) The finite time blow-up of Type II for Eq. (2.8) in the semilinear case $m=1$ but with $\sigma>-2$ and $p>p_{J L}(\sigma)$ has been thoroughly described in the recent work [51]. More precisely, [51, Theorem 1.1] states that, for any sufficiently large natural number $n$, there
exists at least one radially symmetric and radially decreasing positive solution $w_{n}$ to Eq. (2.8) blowing up at some time $T_{0} \in(0, \infty)$ and at $s=0$, such that their blow-up rate is given by

$$
\lim _{\tau \rightarrow T_{0}}\left(T_{0}-\tau\right)^{2 n / \bar{L}(\bar{N}, p)} w_{n}(0, \tau)=\bar{K},
$$

where

$$
\bar{L}(\bar{N}, p):=(\bar{N}-2)(p-1)-4-\sqrt{\bar{M}(\bar{N}, p)},
$$

and

$$
\bar{M}(\bar{N}, p):=(p-1)^{2}(\bar{N}-10)(\bar{N}-2)-8(p-1)(\bar{N}-4)+16 .
$$

Let us notice first that, taking into account the definition of $p_{J L}(\sigma)$ in (7.1b) and the expressions of $\sigma$ and $\bar{N}$ in (2.6), $p_{J L}(\sigma)$ is mapped into $p_{J L}\left(\sigma_{2}\right)$ by undoing (2.6). Moreover, the same argument gives that

$$
\bar{M}(\bar{N}, p)=\frac{M\left(N, p, \sigma_{1}\right)}{\left(\sigma_{1}+2\right)^{2}}, \quad \bar{L}(\bar{N}, p)=L\left(N, p, \sigma_{1}\right)
$$

according to the expressions given in (7.5) and (7.6). Thus, we find the blow-up rate in (7.4), with the mention that the new blow-up time for $u(x, t)$ is $T=T_{0} / C$, where $C>0$ is the constant in front of the time variable made precise in (2.7).

As a remark, the very interesting paper [51] gives more precise asymptotic estimates on the solutions to Eq. (2.8) with $m=1$ and their blow-up patterns both in the inner layer formed in a small neighborhood of the unique blow-up point $s=0$ and in bounded regions, leading to a very deep description of the asymptotics of the solutions $w_{n}$ as $\tau \rightarrow T_{0}$. All them can be mapped into a similar description of the behavior near the blow-up time and point for the solutions $u_{n}$ to Eq. (1.1). We refrain from entering these very technical calculations here.

Another remark is that the simplified model appearing in fluid flows through channels [10, 63, 6] leads to Eq. (1.1) with $N=1, m=1, \sigma_{1}=q>0$ and $\sigma_{2}=0$, thus the mapping (2.6)-(2.7) applies and leads to Eq. (2.8) with $\sigma \in(-2,0)$, an equation known as the Hardy equation and which became recently fashionable, according to the big number of recently published papers on it (see for example $[4,66,7,8]$ and references therein). In particular, Theorem 7.1 applies to this case, but some more specific results can be obtained. We may thus exploit our main transformation and the already well developed theory of the Hardy equation to get the next result in a more general case including the above mentioned physically interesting equation.
Theorem 7.2. Let $m=1$ and assume that either $\sigma_{1}>-2$ in dimension $N \geq 2$ or $\sigma_{1}>0$ in dimension $N=1$, and that $-2<\sigma_{2}<\sigma_{1}$ if $N \geq 2$ or $-1<\sigma_{2}<\sigma_{1}$ if $N=1$. Then the following statements about radially symmetric solutions to Eq. (1.1) hold true.

1. Let $u_{0} \in C_{0}\left(\mathbb{R}^{N}\right)$ be a radially symmetric initial condition, where

$$
C_{0}\left(\mathbb{R}^{N}\right)=\left\{f: \mathbb{R}^{N} \mapsto \mathbb{R}: f \text { continuous, } \lim _{|x| \rightarrow \infty} f(x)=0\right\} .
$$

Then there exists a unique radially symmetric solution $u(x, t)$ to Eq. (1.1), defined on a maximal interval $t \in[0, T)$, such that $u(x, 0)=u_{0}(x)$ for any $x \in \mathbb{R}^{N}$ and such that $u(t) \in C_{0}\left(\mathbb{R}^{N}\right)$ for any $t \in(0, T)$.
2. The same well-posedness as in the first part also holds true in the weighted space

$$
L^{q}\left(\mathbb{R}^{N} ;|x|^{\sigma_{1}}\right):=\left\{f: \mathbb{R}^{N} \mapsto \mathbb{R}: \int_{\mathbb{R}^{N}}|x|^{\sigma_{1}} f(x) d x<\infty\right\}
$$

provided

$$
\begin{equation*}
q>\max \left\{\frac{p\left(N+\sigma_{1}\right)}{N+\sigma_{2}}, \frac{(p-1)\left(N+\sigma_{1}\right)}{2+\sigma_{2}}\right\} \tag{7.7}
\end{equation*}
$$

3. Let $p>1+\left(2+\sigma_{2}\right) /\left(N+\sigma_{1}\right)$. Then the unique solution with initial data $u_{0} \in C_{0}\left(\mathbb{R}^{N}\right)$, respectively $u_{0} \in L^{q}\left(\mathbb{R}^{N}\right)$ as in the two previous items, is global (that is, $T=\infty$ ) provided that either $u_{0}(x) \leq C(1+|x|)^{-\left(2+\sigma_{2}\right) /(p-1)}$ or $\left\|u_{0}\right\|_{q}$ is small enough.
Proof. Part 1. Let $u_{0} \in C_{0}\left(\mathbb{R}^{N}\right)$ and define the function $w_{0}(s):=u_{0}\left(a r^{\theta}\right), r=|x|$, with $\theta$ defined in (2.6) and $a$ defined in (2.7). We notice that $w_{0} \in C_{0}(\mathbb{R})$. Introduce also $\sigma<0$ and $\bar{N}$ as defined in (2.6) and observe that

$$
\sigma+\bar{N}=\frac{2\left(\sigma_{2}-\sigma_{1}\right)}{2+\sigma_{1}}+\frac{2\left(N+\sigma_{1}\right)}{2+\sigma_{1}}=\frac{2\left(N+\sigma_{2}\right)}{2+\sigma_{1}}>0
$$

hence we can apply [4, Theorem 1.1,(i)] and deduce that there exists a solution $w(s, \tau)$ to Eq. (2.8) which is continuous and vanishes at infinity, defined on a maximal interval $\tau \in\left[0, T_{0}\right]$ for some $T_{0} \in(0, \infty]$. We undo the transformation (2.6)-(2.7) and define

$$
u(r, t)=w(s, \tau), \quad r=\left(\frac{s}{a}\right)^{1 / \theta}, \quad t=\frac{\tau}{C}
$$

where $a, C, \theta$ are defined as in (2.6) and (2.7). Then $u$ is a radially symmetric solution to Eq. (1.1) with $u(r, 0)=u_{0}(r)$ by construction, and defined on the maximal interval $(0, T)$ with $T=T_{0} / C$. Moreover, $u(t) \in C_{0}\left(\mathbb{R}^{N}\right)$, since the previous change of variable does not affect either the property of continuity or the vanishing at infinity since $\theta>0$ and thus $s \rightarrow \infty$ is equivalent to $r \rightarrow \infty$.

Part 2. The same construction as in the proof of Part 1 gives a natural candidate to the solution, by applying [4, Theorem 1.1, (ii)] to Eq. (2.8), which ensures well-posedness of the latter equation in $L^{q}\left(\mathbb{R}^{\bar{N}}\right)$ provided

$$
q>\max \left\{\frac{p \bar{N}}{\sigma+\bar{N}}, \frac{(p-1) \bar{N}}{2+\sigma}\right\}
$$

which leads to the lower bound (7.7) if we take into account the expressions of $\sigma$ and $\bar{N}$ given in (2.6). We only have to check that, by undoing the transformation, we are left in the weighted space $L^{q}\left(\mathbb{R}^{N} ;|x|^{\sigma_{1}}\right)$. But this follows from a simple change of variable in an integral, more precisely

$$
\begin{aligned}
\infty & >\int_{\mathbb{R}} w^{q}(s, \tau) s^{\bar{N}-1} d s=\int_{\mathbb{R}} w^{q}(s, \tau)\left(a r^{\theta}\right)^{\bar{N}-1} a \theta r^{\theta-1} d r \\
& =K(\theta) \int_{\mathbb{R}} u^{q}(r, t) r^{\theta \bar{N}-1} d r=K(\theta) \int_{\mathbb{R}} u^{q}(r, t) r^{\sigma_{1}+N-1} d r \\
& =K(\theta) \int_{\mathbb{R}^{N}}|x|^{\sigma_{1}} u^{q}(|x|, t) d x,
\end{aligned}
$$

which shows that $u(t) \in L^{q}\left(\mathbb{R}^{N} ;|x|^{\sigma_{1}}\right)$ for any $t \in(0, T)$ with $T=T_{0} / C$ as in Part 1 . This completes the proof.

Part 3. This follows now readily from [4, Theorem 1.3] and the previous arguments in Part 1 and Part 2. We omit the details, as they are completely similar to the global existence result proved in Theorem 3.1 for $m>1$.

We end this section with a result of large time behavior of global solutions.
Theorem 7.3. Let $m=1$ and assume that either $\sigma_{1}>-2$ in dimension $N \geq 2$ or $\sigma_{1}>0$ in dimension $N=1$, and that $-2<\sigma_{2}$ if $N \geq 2$ or $-1<\sigma_{2}$ if $N=1$. Assume that $p>p_{F}\left(\sigma_{1}, \sigma_{2}\right)$, where $p_{F}\left(\sigma_{1}, \sigma_{2}\right)$ is defined in (1.6). Let $\omega \in L^{\infty}\left(\mathbb{R}^{N}\right)$ be a homogeneous function of degree zero and with $\|\omega\|_{\infty}$ sufficiently small and define $\varphi(x)=\omega(x)|x|^{-\left(\sigma_{2}+2\right) /(p-1)}$

1. There exists a self-similar solution $U(x, t)$ in forward form (1.8a) to Eq. (1.1), with self-similarity exponents

$$
\begin{equation*}
\alpha=\frac{\sigma_{2}+2}{(p-1)\left(\sigma_{1}+2\right)}, \quad \beta=\frac{1}{\sigma_{1}+2}, \tag{7.8}
\end{equation*}
$$

with initial condition $\varphi(x)$ taken in the sense of distributions as $t \rightarrow 0$.
2. Assume now that $\sigma_{2}<\sigma_{1}$ and let $u_{0} \in C_{0}\left(\mathbb{R}^{N}\right)$ be an initial condition such that for any $x \in \mathbb{R}^{N}$ we have

$$
u_{0}(x) \leq C\left(1+|x|^{2}\right)^{-\left(\sigma_{2}+2\right) / 2(p-1)}, \quad u_{0}(x)=\omega(x)|x|^{-\left(\sigma_{2}+2\right) /(p-1)}, \quad \text { for }|x| \geq R,
$$

for some $R$ sufficiently large. Then we have the following large time behavior

$$
\begin{equation*}
\|u(t)-U(t)\|_{\infty} \leq C t^{-\left(\sigma_{2}+2\right) / 2(p-1)-\delta}, \quad \text { for any } t>0 \tag{7.9}
\end{equation*}
$$

for some $\delta>0$.
3. In the same conditions as in Part 2, there exist positive constants $K_{1}$ and $K_{2}$ such that

$$
K_{1} t^{-\left(\sigma_{2}+2\right) /(p-1)} \leq\|u(t)\|_{\infty} \leq K_{2} t^{-\left(\sigma_{2}+2\right) /(p-1)}, \quad \text { for any } t>0 .
$$

4. In the same conditions as in Part 2, we consider initial conditions $u_{0} \in C_{0}\left(\mathbb{R}^{N}\right)$ such that

$$
u_{0}(x) \leq C(1+|x|)^{-\gamma}, \quad u_{0}(x)=\omega(x)|x|^{-\gamma}, \quad \text { for }|x| \geq R, \frac{\sigma_{2}+2}{p-1}<\gamma<N+\sigma_{1} .
$$

Then there exist positive constants $K_{1}$ and $K_{2}$ such that

$$
K_{1} t^{-\gamma / 2} \leq\|u(t)\|_{\infty} \leq K_{2} t^{-\gamma / 2}, \quad \text { for any } t>0 .
$$

Sketch of the proof. The proof of the first item follows directly by applying our main transformation (2.6)-(2.7) to the forward self-similar solutions to Eq. (2.8) with $m=1$ given in [4, Theorem 1.4] for $\sigma<0$ (which covers the case $\sigma_{1}>\sigma_{2}$ ) and generalized later to any
$\sigma>-2$ in [8, Theorem 1.11]. The fact that the self-similar exponents are given by the expression (7.8) follows from the general formulas

$$
\alpha=\frac{\sigma_{2}+2}{L\left(\sigma_{1}, \sigma_{2}\right)}, \quad \beta=\frac{p-1}{L\left(\sigma_{1}, \sigma_{2}\right)},
$$

and the fact that for $m=1$ we have $L\left(\sigma_{1}, \sigma_{2}\right)=\left(\sigma_{1}+2\right)(p-1)$, see (1.10). The above mentioned Theorems ensure then that there exist forward self-similar solutions to Eq. (2.8) with initial condition $\bar{\varphi}(s)=\bar{\omega}(s) s^{-(\sigma+2) /(p-1)}$, and we notice by undoing the transformation (2.6)-(2.7) that

$$
s^{-(\sigma+2) /(p-1)}=\left(a r^{\theta}\right)^{-2\left(\sigma_{2}+2\right) /\left[(p-1)\left(\sigma_{1}+2\right)\right]}=\theta^{-2 /(p-1)} r^{-\left(\sigma_{2}+2\right) /(p-1)}
$$

which gives the desired correspondence of decays as $|x| \rightarrow \infty$. The second, third and fourth items follow readily from the outcome of [4, Theorem 1.5], which requires that $\sigma<0$ in Eq. (2.8), that is, $\sigma_{2}<\sigma_{1}$, and we omit here the details. Up to our knowledge, a similar large time behavior result for Eq. (2.8) with $\sigma>0$ is still lacking, although we conjecture that it should be true.

Notice that both Theorems 7.2 and 7.3 apply in particular to the case $\sigma_{1}>0, \sigma_{2}=0$ which is related to physical models, as explained in the Introduction, giving in particular some well-posedness and large time behavior results for it.

## 8 The critical exponent $\sigma_{1}=-2$

We end this series of applications by considering the critical exponent $\sigma_{1}=-2$, for which it is obvious that our main transformation (2.6)-(2.2) does not work. As discussed in Subsection 2.2, there are transformation of Euler type that can be used in this case. Assume first that $m>1$. We then deduce from (2.11) that we have to take $\delta=0$ and $C=\theta=1$ in (2.5). We then obtain an equation of reaction-convection-diffusion type with a weight on the reaction term. In general, the theory of such equations is still missing from literature, but there is a specific case, namely when $\sigma_{1}=\sigma_{2}=-2$, when the weight is removed and we are left with the equation

$$
\begin{equation*}
w_{t}=\left(w^{m}\right)_{y y}+(N-2)\left(w^{m}\right)_{y}+w^{p}, \quad y=\ln r=\ln |x| \tag{8.1}
\end{equation*}
$$

where $w(y, t)=u(|x|, t)$. Let us recall here that this specific critical case $\sigma_{1}=\sigma_{2}=-2$ has been also considered in [39] as arising from a model of combustion in a medium whose thermal conductivity is temperature-dependent. We devote the next result to its analytical study.

Theorem 8.1. Let $m>1$ and $\sigma_{1}=\sigma_{2}=-2$. Then

1. If $m \leq p<m+1$, then any non-trivial radially symmetric solution to Eq. (1.1) blows up at a finite time $T \in(0, \infty)$.
2. Let now $p>m+2$. Then there exists $\delta>0$ sufficiently small such that, if $u_{0}(|x|)$ is a radially symmetric initial condition that satisfies

$$
\begin{equation*}
\left\|u_{0}\right\|_{(p-m) / 2 ;-N}:=\left(\int_{\mathbb{R}^{N}}|x|^{-N} u_{0}(x)^{(p-m) / 2} d x\right)^{2 /(p-m)}<\delta \tag{8.2}
\end{equation*}
$$

there exists a radially symmetric solution $u$ to Eq. (1.1) such that $u(x, 0)=u_{0}(x)$, which is global in time and moreover it satisfies

$$
\|u(t)\|_{\infty} \leq K t^{-1 /(p-1)}, \quad t>0
$$

for some constant $K>0$.
3. In the same notation and conditions as in Part 2, if furthermore

$$
\begin{equation*}
\left\|u_{0}\right\|_{1 ;-N}:=\int_{\mathbb{R}^{N}}|x|^{-N} u_{0}(x) d x<\infty \tag{8.3}
\end{equation*}
$$

then there exists $K_{1}>0$ such that $\sup \left\{\|u(t)\|_{1 ;-N}: t>0\right\}<K_{1}$.
Proof. Part 1. As discussed at the beginning of the section, if we let $w(y, t)=u(|x|, t)$, $y=\ln |x|$, Eq. (2.1) is mapped into the reaction-convection-diffusion equation (8.1). Since we are in the case when the exponent of the convection term is equal to $m$, we are in the framework of the study performed by Suzuki in [64], with $a=N-2$ and in space dimension one. We then infer from [64, Theorem 1] that, for $m \leq p<\min \{m+2, m+1\}=m+1$, all nontrivial solutions to Eq. (8.1) blow up in finite time. Since the transformation obviously does not affect the time behavior, we infer that the same holds true for radially symmetric solutions to Eq. (1.1), completing the proof of the first item.

Part 2. Let $u_{0}$ be a radially symmetric function satisfying (8.2) and define $w_{0}(y)=u_{0}(r)$, $y=\ln r$, where, as usual, $r=|x|$. We then use an obvious change of variable to get that

$$
\begin{aligned}
\left\|w_{0}\right\|_{(p-m) / 2} & =\left(\int_{\mathbb{R}}\left|w_{0}(y)\right|^{(p-m) / 2} d y\right)^{2 /(p-m)}=\left(\int_{\mathbb{R}}\left|u_{0}(r)\right|^{(p-m) / 2} \frac{1}{r} d r\right)^{2 /(p-m)} \\
& =\left(\int_{\mathbb{R}} r^{-N}\left|u_{0}(r)\right|^{(p-m) / 2} r^{N-1} d r\right)^{2 /(p-m)}=\left\|u_{0}\right\|_{(p-m) / 2 ;-N}<\delta
\end{aligned}
$$

According to [64, Theorem 2], there exists a global in time solution $w$ to Eq. (8.1) with initial condition $w_{0}$ and a constant $K>0$ such that

$$
\|w(t)\|_{\infty} \leq K t^{-1 /(p-1)}, \quad \text { for any } t>0
$$

We reach the conclusion by defining $u(r, t)=w(y, t), r=e^{y}$.
Part 3. It follows in a similar way as Part 2, by simply noticing (with a completely similar change of variable as above) that $\left\|u_{0}\right\|_{1 ;-N}=\left\|w_{0}\right\|_{1}$ and applying the first statement of [64, Theorem 3] to the initial condition $w_{0}(y)=u_{0}(r)$.

Remark. All the results in [64] are valid when the convection coefficient is nonzero, that is, in our case, in dimensions different from $N=2$. However, when $N=2$, the convection term disappears and we are left with the classical reaction-diffusion equation where much more is known (see for example Section 6). In particular, Theorem 8.1 still holds true but it can be strongly improved, for example by filling the gap $m+1 \leq p<m+2$ which enters the blow-up range, by standard Fujita-type results. We do not extend this discussion here, but one can obtain in the case $N=2$ self-similar solutions, blow-up rates and much more information on radially symmetric solutions to Eq. (1.1), as we already did in Section 6.

We are left with the case $m=1, \sigma=-2$, where, as explained at the end of Subsection 2.2, we can apply the transformation (2.14)-(2.16) to reach a reversed Fisher-KPP equation (2.17), where now $\sigma_{2} \geq-2$ is completely independent. Of course, for $\sigma_{2}=-2$ all the above still holds true and much more, since we are left with the standard semilinear reactiondiffusion equation. We are thus interested in the case $\sigma_{2} \neq-2$. In this case, we can prove the following result.

Theorem 8.2. Let $m=1, p>1$ and $\sigma_{1}=-2, \sigma_{2}>-2$. We then have

1. If $\sigma_{2}>(N-2)(p-1)-2$, then any nontrivial radially symmetric solution to Eq. (1.1) blows up in finite time.
2. If $N>2$ and $\sigma_{2}<(N-2)(p-1)-2$, then there exist radially symmetric solutions to Eq. (1.1) which are either self-similar in exponential form (1.8c) if $\sigma_{2}=-2$, or having an integrable singularity at $x=0$ if $\sigma_{2}>-2$.

Proof. In the first case, notice that Eq. (2.17) becomes an equation with double reaction, since

$$
N-2-\frac{\sigma_{2}+2}{p-1}=\frac{(N-2)(p-1)-\sigma_{2}-2}{p-1}<0 .
$$

It is then easy to show that all nontrivial solutions to Eq. (2.17) blow up in finite time, and the same occurs for the radially symmetric solutions to Eq. (1.1). In the second case, Eq. (2.17) becomes a reversed Fisher-type equation and enters as a particular case of the more general study performed in the note [62], with $m=1, q=1$ and $p>1$ in the notation therein. Thus, [62, Theorem 1] entails that Eq. (2.17) admits solutions in the form of traveling waves, namely

$$
\psi(\bar{y}, t)=f(y+c t), \quad c>0
$$

By undoing first the transformation (2.16), we obtain solutions to Eq. (2.15) having the form

$$
w(y, t)=\psi(y+K t, t)=f(y+(K+c) t), \quad K=N-2-\frac{2\left(\sigma_{2}+2\right)}{p-1}
$$

We are now left with undoing the transformation (2.14) for these solutions, to get

$$
\begin{equation*}
u(x, t)=r^{-\delta} f(\ln r+(K+c) t)=|x|^{-\left(\sigma_{2}+2\right) /(p-1)} f\left(\ln \left(|x| e^{(K+c) t}\right)\right) \tag{8.4}
\end{equation*}
$$

Notice that these solutions are self-similar in exponential form if $\sigma_{2}=-2$, whose profile is the composition between the traveling wave profile $f$ and the logarithmic function. If $\sigma_{2}>-2$, we obtain in (8.4) solutions that are singular at $x=0$, due to the fact that the traveling waves to Eq. (2.17) are bounded as $y \rightarrow-\infty$, as established in [62]. Since we are in the case when

$$
N>2+\frac{\sigma_{2}+2}{p-1}>\frac{\sigma_{2}+2}{p-1}
$$

we readily infer that the singular solutions given by (8.4) are integrable near $x=0$, as claimed.
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