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1. Introduction

Recently, a large number of applied problems have been formulated on fractional differential
equations and consequently considerable attention has been given to the solutions of those
equations. Many physical and chemical processes are described by fractional differential equations
[1-3]. Problems in viscoelasticity, dynamic processes in self-similar structures, system control
theory, electrochemistry, diffusion processes leading to fractional order differential equations are
consider in [4-7|. Fractional time derivatives are used to model diffusion wave or dispersion, a
phenomenon observed in many problems. Some works providing an introduction to fractional
calculus related to diffusion problems are, for instance [8,9].

The existence and uniqueness of the solution to an Cauchy type problem for the fractional
differential equations were studied in many papers (see [10-12]). The idea of reducing the Cauchy
problem for fractional differential equations to the Volterra integral equation was carried out by
Pitcher and Sewel [13]. While is known that one can consider the initial - boundary value problems
for differential equation with Riemann-Liouville fractional derivative were investigated [14].

Inverse problems for classical integro-differential wave propagation equations have been extensively
studied. Nonlinear inverse coefficient problems with various types of sufficient determination
conditions are often found in the literature (e.g., [15-22] and references therein). In [23-26] both
the existence and uniqueness of a solution to the inverse problem are proved.

In this paper, we investigate the local existence and global uniqueness of an inverse problem
of determining time-dependent coefficient in the time-fractional diffusion wave equation with
initial-boundary and overdetermination conditions.



In the domain Qp := {(x,t) : 0 < & <, 0 <t < T} consider the time-fractional diffusion
wave equation

(D8‘+7tu) (z,t) — uge + q()u(z, t) = f(x, 1), (z,t) € Qp, (1)

with initial and boundary conditions

(D&jﬂ@ﬂhﬂ+:¢@%(D&jﬁnﬂxﬂ+:¢@%memJL 2)

w(0,8) = u(l,t) =0, 0<t < T, (3)

where D, ; is the Reimann-Liouville fractional derivative of order 1 < o < 2 in the time variable
(see definition 1, 2 in preliminaries) and ¢(x), ¥(z), f(x,t) are given smooth functions.

We pose the inverse problem as follows: find the function ¢(t),t > 0 in (1), if the solution of
the initial-boundary problem (1)-(3) satisfies condition:

l
/w(a:)u(x,t)dx =g(t), 0<t<T, (4)
0

g(t) is a given function.

The functions p(x), ¢(z), f(z,t) and g(t) satisfy the following assumptions

A1) {9} € C30,1], {pW, 9™} € La[0,1], ©(0) = @(l) = 0, $(0) = ¢(I) =0, ¢"(0) = ¢"(I) =
0, ¢"(0) =¢"(1) = 0 and p*)(0) = (1) = 0,9 (0) = (1) = 0;

A2) f(z,-) € C[0,T) and for t € [0,T],f(-,t) € C30,1], f(-,t)® € Ls[0,1], f(0,t) = f(I,t) =

A3) w(z) € C?[0,T] and w(0) = w(l) =0 and w" (0) = w’ (1) = 0;

!

A4)Dg, 49(t) € C[0,T] and |g(t)| > go > 0, go is a given number, Ofw(x)gp(x)da: = (Dg“_:lg(t))t:M,

1

Ofw(x)w(x)dx = (138:2‘(](75))15:0_Ir )

The article is organized as follows: In Section 2, we give some basic definitions and results
needed in the sequel. In Section 3, the existence and uniqueness of the solution to direct problem
(1)-(3) are obtained. Here also the stability estimate for this solution is given. Section 4 is devoted
to the solving of inverse problem (1)-(4).

2. PRELIMINARIES

In this section, we present some useful definitions and results , which will be use in the future.
Definition 1. The Riemann-Liouville fractional integral of order n — 1 < a < n for an
integrable function u(z,t) is defined by

o 1 t u(x, T)
Iy fu(z,t) == T —a) /0 = rye-rti dr, t > 0.

Definition 2. The Riemann-Liouville fractional derivative of order n — 1 < o < n of the
integrable function u(z,t) is defined by

1 a\" [t ulx,T
(D(C)“_i_’tu) (z,t) = m <dt> /0 (t_(T)a)anT, t > 0.



Two parameter Mittag-Leffler (M-L) function. The two parameter M-L function E, g(2)
is defined by the following series:

Zfak+ﬁ

k=0

where «a, 8,z € C with R(a) > 0, R(«a)—denote the real part of the complex number «, I'(+)
is Euler’s Gamma function. The Mittag-LefHler function has been studied by many authors who
have proposed and studied various generalizations and applications. A very interesting work that
meets many results about this function is due to Kilbas et al. (see [[1], pp. 42-44]).

Proposition 1. Let 0 < a < 2 and S € R be arbitrary. We suppose that k is such that
wa/2 < k < min{w, ta}. Then there exists a constant C = C(«, 8,K) > 0 such that

Bal2)] < k< larg(z)| < .

1+ 2|

For the proof, we refer to [[21], pp. 40-45] for example.
Definition 3. We consider the weighted spaces of continuous functions [[1], pp.4-5, 162-163.

Cyla,b] :=={f:(a,b] > R: (z —a)” f(zx) € Cla,b], 0 <~y <1,},
6’3’0‘(9) = {u(z,t) : u(-,t) € C*(0,1); t € [0,T] and Iu(z,) € C,(0,T); z €[0,1], 1 < a < 2},
C,(Y)[CL, b] :C’Y[a’ bl,

with the norms

Iflle, = Iz —a)"f(@)lle,

and

n—1
fllen =D 1 PNe + 1™, -
k=0

Lemma 1. [|27], p.188] Suppose b > 0, « > 0 and a(t) nonnegative function locally integrable
on0 <t < T (someT < +00) and suppose u(t) is nonnegative and locally integrableon 0 < ¢ < T
with

t
u(t) < a(t) + b / (t — 5)°u(s)ds
0
on this interval; then
t
u(t) < alt) + bF(a)/ (t —5)* By o (B0 () (t — 5)%) a(s)ds.
0
Lemma 2. [[27], p.189] Suppose b > 0, a > 0, v > 0, o + v > 1 and a(t) nonnegative

function locally integrable on 0 < ¢ < T and suppose t?~lu(t) is nonnegative and locally
integrable on 0 <t < T with

u(t) < a(t) + b/ot(t —5)* L7 y(s)ds

a.e. in (0,7); then
u(t) < a(t) Bay ((B0(0)) 777 1)



o - m L (m(aty—1)+
where Eas (t) = 3 ent™ @770, o = 1, 9 = i@ty for m 2 0. As ¢ oo

1at+y—1 a _
Eon(t) =0 <t2 = exp (%Ht = 1)) .

In the next section we will deal with finding the solution of the initial-boundary problem
(1)-(3).
2. Existence and uniqueness result

By applying the Fourier method, the solution u(x;t) of the problem (1)-(3) can be expanded in
a uniformly convergent series in term of eigenfunctions of the form

) =Y un(t)Xn(2), (5)
n=0
where
Xn(z) = \/?sin()\nx), Ap = WT]{:, n=123,.... (6)

The coefficients wu,(t) for n > 1 are to be found by making use of the orthogonality of the
eigenfunctions X (x). The scalar product in L]0, 1] is defined by (f, g) f f(z)g(x)dz. Let us

note the expansion coefficients of ¢(x), ¥ (x) and f(x,t) in the elgenfunctlons of ( ) forn >1
are definded respectively by

(f(z,1), Xn(2)) = fu(D),

(o(@), Xn(2)) = n, ((2), Xn(2)) = ¢n, n=1,2,.... (7)
!
We obtain in view of (1) and with (u(z,t), X,(z)) = Ofu(x,t)Xn(:c)dx = u,(t), and we may
write
D8+,tun(t) + A%un +q(t)un(t) = fu(t), (8)
(D0+ tun(t > | o = ©ns (De7un (D) |,—g = ¥n- (9)

We suppose that f,(t) € C4[0,T]. Then, by property 3.1(a) (see [[1], p. 172]), (8), (9) is
equivalent in the space Cij‘ [0, 7] to the following Volterra integral equation:

un(t) = Sonta_lEa,a<_/\%ta)+

Bt 2By (—A2E%) + / )2 Baa(—A2(t = 7)) (fulr) — q(P)un(r)) dr.  (10)
0

First we prove the following assertions:
Lemma 3. For large n € N we have the estimates

T un(t)] < A (|<Pn\t'”al + [P0+ | fall " Bla, 1 - 7)) x

1 =T
By | { 1= llgllepnt'T(e) t], telo,T],



D54 un(®)] < || fully+

Ao (A% + llallerom) <|<pn\t”’+a—1 + || T2 | fal 22 Bla, 1 — 7)> x

1 =T
<o  (solallenntT@) ™ o) ve )

where 1 > v > 2 — a.
Proof. We write the integral equation (10) in the following form:

tn(t) = ont® ™! Baa (=A%) +

t
Pt 2 Ba a1 (—A0t) + / (t=7) 7 T Baa(=AL(t = 7)*)77 ful7)dT—
0

- / (t=7)"" Baa(=A%(t = 7))a(7)un(7)dr.
0

This solution is bounded in C$[0,7] in view of A1), A2). Multiplying the last equation by
t7, we get

tun(t)] < ] @n [t Eaa(=A5t%) |+

t
to‘_2Ea7a_1(—)\$Lta) + 7 / (t— 7')0‘71 T_’YEOL@(—)\%(YS — 1) fu(T)dT| +

0

+t7 [y

g / (t = 7)% ! Baa(=X2(t — 7))q(r)un(r)dr| <
0

An (\wn\twal + [P0 4 | fall " Bla, 1 - 7)) +
t

1 o
o lallcnt” [ €= fun(rlar
0

where B(a, 1 —+) is Euler’s beta function.
Next, according to Lemma 2, we have

7 |un(t)] < An (Ison!t““‘l + [ |72 || fall 22 B(a, 1 — w) X

1
1 a1
<o <<A||q||cm,ﬂﬂr<a>) t) . (11)

We get the second part of the lemma 3, from equation (8) and the first estimate of Lemma 3

t7 ’D3+,tun(t)‘ <



< N fally + X (A + llallepom) (\son\t”al + [T || ful It Bla, 1 — 7)) X

1 a1
yta—1
X By ((AHCIHC[O,T]WF(Q)) t) . (12)

From the last two inequalities we immediately obtain the estimates of lemma 3 for any ¢ € [0, 7.
Lemma proven.
Formally, from (5) by term-by-term differentiation we compose the series

Dy, ju(z,t) = \/? > Dg, jun(t) sin(Anz), (13)
n=1
2 o

Uge(2,8) = 1/ 7Y Nuy(t) sin(Apz). (14)
Vs

Let us prove the uniform convergence of series (5), (13) and (14) in the domain 2. This series
for any (x,t) € Q is majorized by

2 > a— a— «
V23 ol 4 AT 2 4 Al T B0 1= ) (15)
n=1

Z [ (X} + Anllallcpom) T | + (A3 + Anlldllcom) T2 4 |+

n=

o

—_

+ [1+ (A + Aallallop) T I fall Blas 1 =), (16)

(A2 o T+ X3 [ [TV T2 + X2 fully T B, 1 — 7)) (17)

e
Nk

n=1

where Qp = {(z,t): 0 <z <<, 0<t<T}.
We hold the following auxiliary lemma.
Lemma 4. If the conditions A1), A2) are fulfilled then there are equalities

1 1 1
Pn = )\7%90%4)7 Yn = /\7%1/]%4)7 Jon= Ajfr(f)a (18)

n

! !
e = \/?/w(‘l)(x)sin()\nx)da:, P = \/?/¢(4)(x)sin()\nm)dx,
0 0
!
@ = \/?/f("‘)(:r)sin()\nx)dx,
0

where

with the following estimates:

o 2 o 2 s 2
Z‘%(f)’ < le™ L0 Z O < 110D L0, Z SO <1 oo (19)
n=1 n=1

n=1




If the functions p(z), ¥ (x) and f(z,t) satisfy the conditions of Lemma 4, then due to representations
(18) and (19) series (5), (13) and (14) converge uniformly in the rectangle €, therefore, function
u(z, t) satisfies relations (1)—(3).

Using the above results, we obtain the following assertion.

Theorem 1. Let ¢(t) € C[0,T], A1), A2) are satisfied, then there exists a unique solution of
the direct problem (1)-(3) u(z,t) € C2* ().

Let us derive an estimate for the norm of the difference between the solution of the original
integral equation (10) and the solution of this equation with perturbed functions ¢, ¢, @Zn and
fn- Let u,(t) be solution of the integral equation (10) corresponding to the functions q, @, ¥n,
fn; ie.,

Un(t) = Pnt® 1 Ep o —A2t%)+

Ot 2 oot (N + [ (=1 Baa( 20 = 1)) (Falr) = 20)lr)) dr. (20)
0

Composing the difference uy (t) —,(¢) with the help of the equations (10), (20) and introducing
the notations Un(t) = un(t) _ﬂn(t)a q= Q(t) - QN(t), @n(t) = @n(t) - @n(t) wn(t) = @Zjn(t) _¢n(t)v
fn( ) = fn(t) — fn(t) we obtain the integral equation

Un(t) = Gt Baa(=Ait*)+

it 2 Eg a1 (~A21%) + / ) Baal=A2(t = 1)) (Fa(r) = @(r)un(r)) dr—
0
= [ =0 Baal =Rt = B (), (21)
0

from which, is derived the following linear integral inequality for ¢7 |, (t)|

) < M (8l Bl It Bl 1))

+dlc.nt! (\w!ﬂ*a‘l + [ [ | ful " B, 1 = w) x

t

1 ~ w—clx—l 1 _ . a—1 1~
X Eoqy EHQHC’[O,T]t I'(a) v+ YnHQHC[O,T}t (t—7)"" |un(r)|dr.

0

Using the Lemma 2 from last inequality, we arrive at the estimate:

£ [@n(t)] < [An (I@n\ﬂ*“ + [ [ 4 || Fullt* Bl 1 — ’V)>+

Hldllopmt (\%wa—l + [Wn] O 4 | full " Bl 1 — w) x

1 y e 1 - e
“Bosy | | 3 -lldlleortT(e) L) | Boo | (3 lllcpatT(e) t). (22)




Indeed, the expression (22) is stability estimate for the solution to the problem (1)-(3). The
uniqueness of this solution follows from (22).

INVESTIGATION OF THE INVERSE PROBLEM (1)-(4)

Let us now we in westigate to inverse problem (1)-(4)

Applying Dg, ; to the over-determination condition (4), we obtain the following equation

l l
/w(a:){ (DY, su) (1) — tge + q(t)u(:c,t)}d:c = /w(m)f(x,t)dx,
0 0
we form
!
(D5.19) )+ a()g(t) ~ [ ' (2)ulz, )iz =
0

w(z) f(z,t)dx,

S _

which yields

l

l
a(t) = g(lt) 0/ (@) f(z,t)dz — (DEyg) (1) + 0/ w

The functions wu,(t) depend on ¢(t), i.e. uy(t;q). After simple converting, we get the following
integral equation for determining ¢(t):

1"

(x)u(z, t)dx

1 o0
q(t) = qo(t) + o) nZ::l Wntin (t; ), (23)

where

=

Wy, =

l l
! i - L w(z) f(z,t)dx — (Df.
0/ ' (@)sin(vna)d, anft) = o O/ (@)f (2. t)de — (D5,9) (1

We introduce an operator F defining it by the right hand side of (23):
1 oo
Flal(t) = qo(t) + o) > waun(t ). (24)
n=1

Then, the equation (24) is written in more convenient form as

Flal(t) = q(t). (25)

Let

1 a
qoo ‘= t?ﬁ% lq0(t)] = 9 O/w(l‘)f(ffat)dff — (DGy9) (1)

clo,7]
Fix a number » > 0 and consider the ball
B(qo,r) :=={q(t) : q(t) € C[0,T], llg — qoll <7}

Theorem 2. Let A1)-A3) are satisfied. Then there exists a number 7% € (0;7), such that
there exists a unique solution ¢(t) € C[0,T*] of the inverse problem (1)-(4).



Proof. Let us first prove that for an enough small T" > 0 the operator F maps the ball
B(qo,r) implies that F|q|(t) € B(qo,r). Indeed, for any continuous function ¢(t), the function
Flq](t) calculated using formula (25) will be continuous. Moreover, estimating the norm of the
differences, we find that

IFi(®) ~ w(®l < 223", <|¢nm+a—1 T2 o fullo T Bl w) y
n=1

1 . TTeTT
X Eay YHQHC[O,T}T I'(«) T|.

Here we have used the estimate (11). In view of Lemmas 3 and 4 last series is convergent
series. Note that the function occurring on the right-hand side in this inequality is monotone
increasing with 7', and the fact that the function ¢(¢) belongs to the ball B(qg,r) implies the
inequality ||¢|| < |lqo|| + 7. Therefore, we only strengthen the inequality if we replace ||¢|| in this
inequality with the expression ||qo|| + 7. Performing these replacements, we obtain the estimate

IFla)(t) — qo(B)] < % > (!%\T”‘“ + [n| T2 || ful, T B, 1 = 7)> X
n=1

%Eay ((j (llgoll + 1) TW(a))”“ T) |

Let T7 be a positive root of the equation
Therefore if by T} we denote the positive root of the equation (for T')

00
% Z An(‘@n‘TVJFO&_l + ‘wn}T’H—Q_Q + ”anAYTaB(Oz, 1_ 7)> «
n=1

1 ﬁ
% Eoy ((A (llgoll +7) Tma)) T> —r,

then || F[q](t) — qo(t)|| < r for T < Ty; i.e. Flg|(t) € B(qo,r).

Now let us take any functions ¢(t), ¢(t) € B(qo,r) and estimate the distance between their
images F|[q|(t) and F[g|(t) in the space C[0,T]. The function w, (t) corresponding to g(t) satisfies
the integral equation (20) with ¢, = ¢,, ¥ = ¥, and f, = ;f; Composing the difference
Flq](t) — F[q)(t) with the help of equations (10), (20) and then estimating its norm, we obtain

IFlg)(t) = Fla®)ll < % > llunt, q) = @n(t, q)| <
n=1

(o)
S % ZTV <}90n’T7+a—1 + ’wn‘T7+a_2 + ||fn”fyTaB(a, 1— ’y)) «

n=1

1 P 1 TFaT N
< ( (sellalonrTr@) " 1) ) oo ( (S llcnn @) ™ T o,

(26)
The functions ¢(t) and ¢(t) belong to the ball B(qo,r), and hence for each of these functions one
has inequality ||¢|| < ||qo|| + 7. Note that the function on the right-hand side in inequality (26)



10

at the factor ||g|| — ||g]] is monotone increasing with ||¢|, ||g]| and T. Consequently, replacing ||g/|
and ||¢]| in inequality (26) with [|¢|| + r will only strengthen the inequality. This, we have

I F1gl(t) — Flal(®) H<*2Huntq un(t, )|

ZTVQSO [ T7 91 1 [ [T7402 4 | £, TB(a, 1 — )>><

n=1

1 2
x (E ((; (ol +7) 770(e)) ™ T)) Il

Therefore, if T is the positive root of the equation (for T')

9

[e.o]
oy <}¢n!T”+a_1 + [ T2 4 | full T B(a, 1~ 7)) x

90
1 e \\
X (ECY,7 ((/\n (Ilq|l +7) TW‘(a)) ! T)) =1

then for T' € [0,T5) the operator F contracts the distance between the elements ¢(t), q(t) €
B(qo, ). Consequently, if we choose T < min(77,7T5) then the operator F is a contraction in
the ball B(qo,r). However, in accordance with the Banach theorem (see [[28], p.p. 87-97]), the
operator F has unique fixed point in the ball B(qo,r) i.e., there exists a unique solution of
equation (25). Theorem 2 is proven.

Let T',1 be positive fixed numbers. Consider the set D,, of the given functions (¢, ¥, g, f)
for which all conditions from A1)-A4) are fulfilled and

n=1

max{llollcioy, |¥llcion: ll9llepory [fllosm}t < vo-

We denote by @,, the set of function ¢(t) that for some 7" > 0, | > 0 satisfy the following
condition [|Ql|lcpo,7] < v1, v1 > 0.

Theorem 3. Let (¢, ¥, g, f) € Dy, (o, 7Z}a 9 ]?) € Dy, and q € Qu,, ¢ € Q. Then, for
solution of the inverse problem (1)-(4) the following stability estimate holds:

lg — qllcr) < P[HSD — Bl + 1Y = dllepn + g = oo + I1f - ﬂ’c(ﬁ) ; (27)

where the constant p depends only on vy, 11, T, [, a, and I'(«v), B(a,1 — 7).

Proof. To prove this theorem, using (23) we write down the equations for ¢(t) and compose
the difference ¢ = q(t)—q(t). Then after evaluating this expression and using estimates wy, (t),u, (t),
we obtain following estimates

l l

lg —dllcor = Jnax g(lt) /w( ) f(z,t)dz — (DG g) (¢ g(lt /w u(z, t)dx—
o 0 0
l l
O/w (z,t)dx — (D§,.9) (t) | + g(lt)o/w"(x)ﬂ(x,t)dm <




11

l
/ [ﬁ(t) (f(ac,t) - f(x,t)) + f(=,t) (g(t) — §(t))} dart
0

}+
be

< po (Il = @l + 16 = S+ 11 = Fll + llg = 31l + | (Dg9) — (D§9) 1) +

l
+ / [9(t) ((Dfy9) (1) — (DG519) (1) + (D51g) (1) (9(t) — g(t))] dz
0

l
wo / 500) (ule, £) — (1)) + A £) (9(8) — §(1))) d
0

+p1 /(f = 7)* Hlg(r) = a()llepmdr, t€0,T], (28)
0

where pg, p1 depends only on vy, vi, T, I, a, and I'(a), B(c,1 — ). From (28) using lemma
1, we get the estimate

la=lew < o (e = @l + 19 = 2l + 1 = 7l + llg 3l + 1| (Dg19) — (P6,3) 1) x

XEa’l (plF(a)ta) , 1€ [O,T] (29)

This inequality implies the estimate (27), if we set p = poEq,1 (p11'()t?).

From Theorem & follows also the next assertion on uniqueness in whole for solution to the
inverse problem.

Theorem 4. Let the functions ¢, v, g, f and ¢, ’QZJ, g, f have the same meaning as in
Theorem 3 and conditions A1)-A4). Moreover, if ¢ = &, 1 =, g =g, f = f, for t € [0,T] then

q(t) =q(t) t € [0,T].
Conclusion

In this work, the solvability of a nonlinear inverse problem for a time-fractional diffusion
equation with initial-boundary conditions was studied. Firsty we investigated solvability the
initial-boundary conditional problem(1)-(3). The problem replaced by an equivalent of integral
equation. Existence and uniqueness of direct problem solution were proven. The inverse problem
was considered for determining the coefficient ¢(¢) included in the equation (1) with additional
condition (4) of the solution of equation (1) with the initial and boundary conditions (2), (3).
Conditions for given functions are obtained, under which the inverse problem has unique solution
for a sufficiently small interval.
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