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Abstract

Many membraneless organelles, or biological condensates, that play key roles in signal sensing and transcriptional regulation

form through phase separation. While the functional importance of these condensates has inspired many studies to characterize

their stability and spatial organization, the underlying principles that dictate these emergent properties are still being uncovered.

In this review, we examine recent work on biological condensates, especially multicomponent systems. We focus on connecting

molecular factors such as binding energy, valency, and stoichiometry with the interfacial tension, explaining the nontrivial

interior organization in many condensates. We further discuss mechanisms that arrest condensate coalescence by lowering the

surface tension or introducing kinetic barriers to stabilize the multidroplet state.
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Abstract

Many membraneless organelles, or biological condensates, that play key roles
in signal sensing and transcriptional regulation form through phase separa-
tion. While the functional importance of these condensates has inspired many
studies to characterize their stability and spatial organization, the underlying
principles that dictate these emergent properties are still being uncovered.
In this review, we examine recent work on biological condensates, especially
multicomponent systems. We focus on connecting molecular factors such
as binding energy, valency, and stoichiometry with the interfacial tension,
explaining the nontrivial interior organization in many condensates. We fur-
ther discuss mechanisms that arrest condensate coalescence by lowering the
surface tension or introducing kinetic barriers to stabilize the multidroplet
state.
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INTRODUCTION

Cells constantly perform myriads biochemical reac-
tions in parallel. To avoid crosstalks and interfer-
ence among different pathways, cells compartmental-
ize into membrane-bound vesicles that enclose specific
sets of molecules. The recently discovered membrane-
less organelles, also known as biological condensates,
could offer similar specificity by concentrating func-
tionally related molecules via self-assembly, providing
additional levels of structure and organization within the
cell.[1–5] Many biological condensates are dynamic and
exhibit liquid-like properties. They allow fast molecular

exchange with the cellular environment and can assem-
ble/dissolve on demand in response to external signals
that modulate the concentration and chemical state of
its components.[6–8]

Biological condensates are involved in a variety of pro-
cesses throughout the cell. For instance, stress granules
form in the cytosol as a mechanism of cellular stress
response to protect RNAs from harmful chemicals.[9] TIS
granules form at the interface with the endoplasmic retic-
ulum to assist in the translation of mRNA and the for-
mation of membrane protein complexes.[10,11] Inside the
nucleus, membraneless organelles contribute to genome
organization, partitioning chromosomes into active and
silent domains.[1–3,12] They may assist DNA compaction
in heterochromatin[13,14] or promote transcription as in
the case of condensates formed by super-enhancers.[15]
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Significant progress has been made in understanding
the mechanisms of biomolecular condensate formation
in vitro. In particular, intrinsically disordered proteins
(IDPs) are found in many membraneless organelles. They
undergo phase separation at cellular concentrations to
form dynamic droplets.[16–19] The propensity of IDPs to
phase separate arises mainly from their ability to asso-
ciate simultaneously with multiple partners, i.e., high
valency. IDPs often harbor several disordered segments
that promote electrostatic, cation-π, π-π, hydrogen bond-
ing, or hydrophobic interactions.[20] In the meantime,
specific interactions between ordered regions with well-
defined protein-protein interfaces can also contribute to
the multivalency.[21–23] Finally, nucleic acids can also
form condensates .[24,25] Similar to motifs in proteins,
multivalent interactions between nucleic acids contribute
to their phase separation propensity.[26,27]

While the mechanisms of single-component systems are
well understood, biological condensates in the cell con-
tain many components, including proteins, DNA, and
RNA. The complex molecular composition of these con-
densates gives rise to more elaborate mechanisms. For
instance, higher valency proteins, frequently referred to
as scaffolds, can drive the formation of condensates and
incorporate lower valency proteins that are not capa-
ble of phase separation on their own, which are often
called clients.[21,32,33] Additionally, many biomolecules
are highly charged, and Coulombic interactions can
drive their condensation through a mechanism known as
complex coacervation.[34,35] Complex coacervates exem-
plify a broader class of condensates stabilized by cross-
interactions between components. In such cases, con-
densate stability is often dependent on stoichiometery,
resulting in reentrant phase separation.[36,37] Bridging-
induced polymer collapse has been proposed as a mecha-
nism to explain the formation of chromatin bodies.[38,39]

For example, protein molecules may bind with chromatin
in multiple locations to introduce physical crosslinks
or bridges, the accumulation which induces polymer
collapse to form condensates. For more information
on the mechanisms of biomolecular phase separation,
we refer the reader to several of many great existing
reviews.[17–20,40]

The complexity in molecular composition also produces
novel condensate internal organizations and coarsening
behaviors deviating from homogeneous mixtures.[20,41,42]

Order-disorder transitions could occur to form substruc-
tures via microphase separation as in block-copolymer
systems, producing layering in the condensates.[43,44]

The presence of substructures may facilitate the mini-
factories to further streamline the processing and synthe-
sis of biomolecules with dedicated platforms by division
of labor. Novel behaviors in phase separation kinetics
have also been observed in biological condensates. Defy-
ing expectations from the classical nucleation theory,
condensates inside cells are often arrested in a multi-
droplet state.[45] Further coarsening is rarely observed
over timescales spanning the entire cell cycle (∼ 24
hours).[46]

In this review, we examine molecular mechanisms giv-
ing rise to emergent behaviors of biological condensates.
We begin by exploring examples of condensates with
non-trivial internal organizations. Next, we argue that
the sub-structures in condensates can be understood and
predicted from the interfacial tension among immiscible
liquids. Further connecting molecular interactions with
interfacial tension provides a conceptual framework to
interpret various experimental observations on conden-
sate stability and organization. We conclude the review
by examining the physical characteristics that prevent
droplet fusion and thus limit the size of biomolecular
condensates.

LAYERED INTERNAL ORGANIZATION
OF BIOLOGICAL CONDENSATES

Many biological condensates display substructures to
provide additional spatial and physical control neces-
sary for complex functions. The nucleolus, essential for
ribosome biogenesis, presents an excellent example high-
lighting the advantages of a layered interior organiza-
tion.[47,48] It is composed of three layers, the fibrillar
center, the dense fibrillar component, and the granular
component. This organization allows for each part of the
nucleolus to have different protein compositions and per-
form distinct biological functions: rDNA is transcribed in
the fibrillar center, the resulting rRNA is processed in the
dense fibrillar center, and ribosome assembly occurs in
the granular component (Figure 1A).[28,49] Such a divi-
sion of labor helps streamline ribosome production and
assembly by assigning steps to different regions of the
nucleolus.

The nuclear speckle is another example that displays
a layered organization, and the functional significance
of maintaining such intricate internal structures is only
beginning to emerge. Nuclear speckles are composed of
both RNA and protein components and are essential for
gene transcription and splicing.[50] Recent studies have
shown that many RNA components, including snRNA
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C) P granule 

B) Nuclear speckles
SON U2B” Merge

MEG-3PGL-3 Merge

D) Stress granule 

A) Nucleolous

Poly(A+) RNA

Yellow = core structure
Grey = stress granule surface

F I G U R E 1 Examples of biological condensates with a layered organization. A, left) Schematic diagram of subcompartments
within the nucleolus. A, right) Nucleoli within an untreated X. laevis nucleus. NPM1 (red), FIB1 (green) and POLR1E (blue) are
tagged. Scale bar, 20 µm. Image modified from[28] with permission from Elsevier. B) Organization of two components within nuclear
speckles, the protein SON and the snRNA U2B”. Scale bar, 1 µm. Adapted with permission from the Journal of Cell Science.[29] C)
Photomicrographs examining the in vivo assembly of MEG-3:meGFP and PGL-3:mCherry, two main components of P granules.
Scale bar, 500 nm. Image minimally modified from.[30] Reprinted with permission from AAAS. D) Stochastic optical reconstruction
microscopy (STORM) image of a stress granule (gray), highlighting poly(A+) RNA cores (yellow). Scale bar, 500 nm. Image
modified from[31] with permission from Elsevier.

like U2B”, localize toward the exterior of the conden-
sate, and scaffold proteins, such as SON, localize toward
the interior (Figure 1B).[29,51,52] This organization may
serve as a mechanism to control condensate size, as the
accumulation of pre-mRNA at the periphery can recruit
more speckle components.[29] Further, the localization of
RNA to the exterior of the condensate may aid in biolog-
ical function, for the interface between speckles and the
nucleoplasm is likely the location of RNA splicing.[53]

In addition to their differences in molecular composi-
tion, the various layers could exhibit distinct material
properties as well. For example, the two layers in P
granules are found to be either liquid-like or gel-like. P
granules are the first proposed droplets formed through
liquid-liquid phase separation and localize in the poste-
rior half of C. elegans embryos.[54] The phase separation
is driven by the protein, MEG-3,[55] which was later
shown to form gel-like assemblies closer to the exterior
of the P granules (Figure 1C).[30,56] Meanwhile, the core
of the P-body contains RNA-binding proteins such as
PGL-3 and remains liquid-like.

Similar to P granules, stress granules were found to
have liquid and gel-like compartments.[58] Using stochas-
tic optical reconstruction microscopy (STORM), Jain et

al. demonstrated that stress granules contain core struc-
tures consisting of both proteins and mRNA (Figure
1D).[31] Later work demonstrated that protein dynamics
within these core structures is slower than that within
the surrounding medium.[59] Time course analysis fur-
ther showed that these cores form as precursors to the
assembly of the liquid shell.[60]

Both molecular specificity and differential physical
properties could contribute to substrate selectivity
among the substructures, as elegantly shown in a recent
in vitro study. Choi et al. characterized a layered con-
densate formed by arginine repeats (polyR) and lysine
repeats (polyK) with aspartic acid repeats (polyD).[61]

They observed the layering of polyR dominant and polyK
dominant phases and tested the affinity of different
phases for nucleic acid substrates, specifically dsRNA
and ssRNA. As expected, ssRNA partitioned into the
inner, polyR layer. However, dsRNA partitioned into the
polyK layer as a result of their increased stiffness and lack
of cation-pi interactions. Finally, its differential prefer-
ence of ssRNA led to significant dehybridiziation of RNA
duplexes within the polyR condensate layer.

Besides the above examples, other biological conden-
sates, including paraspeckles,[62] anisosomes,[63] Cajal
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F I G U R E 2 Relation between interfacial tension (τ), effective interaction parameter (χ), and condensate organization. A)
Mixing two immiscible droplets can lead to four possible organizations: (1) a layered droplet with dropletA on the inside, (2)
partially wetted droplets that share an interface (3) complete nonwetting to form two separate droplets, and (4) a layered droplet
with dropletB on the inside. The most stable organization is determined by the interfacial tension between dropletA and dropletB
(τAB), between dropletA and the solvent phase (τAs), and between dropletB and the solvent phase (τBs). The droplet size (αA and
αB) can also contribute to the condensate organization, as demonstrated by Lu and Spruijt.[57] B) For immiscible homopolymers,
the Flory-Huggins interaction parameter (χA, χB) can provide a way to approximate differences in surface tension. C)
Flory-Huggins theory can be generalized to heteropolymers by assuming an effective interaction parameter that averages over
differences in the sequence (χeff

A , χeff
B ). D) Heteropolymers can be divided into segments with different physical properties, resulting

in effective parameters for different portions of the single chain (χ1
A, χ1

B).

bodies,[64,65] and mitochondrial transcriptional conden-

sates,[66,67] have been known to display complex organi-

zation as well. While the physical and biological implica-

tions of these structures have been discussed and remain

of interest for future studies,[41,46,49,68] how these orga-

nizations emerge from molecular level descriptions of the

system has not been adequately reviewed. In the next

section, we focus on the physical principles that dictate

the internal organization of biological condensates, with

a particular emphasis on connecting interactions among

components to macroscopic condensate behaviors.

MOLECULAR DETERMINANTS OF
CONDENSATE ORGANIZATION

Insights into the internal organization of biological con-
densates can be gained from studies of immiscible liq-
uids. In particular, the geometric outcome for mixing
two immiscible droplets is predictable with thermody-
namic arguments in terms of their relative surface ten-
sions.[28,41,49,57,68,69] Two immiscible droplets (dropletA
and dropletB) can form four unique configurations
(Figure 2A): a layered organization with dropletA on the
inside, a layered organization with dropletB on the inside,
complete nonwetting to form two separate droplets, and
partial wetting into two droplets that share an interface.
Therefore, interfacial tensions provide a complete phe-
nomenological description of condensate organization.
However, they are emergent properties, and connecting
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interfacial tensions with the molecular composition is
nontrivial.

Microscopic theories help connect surface tension with
molecular interactions. The Flory-Huggins theory based
on lattice models has proven successful at understanding
the thermodynamics of polymer phase separation.[70] An
essential parameter in the theory is

χ = z

2kBT
[ϵpp + ϵss − ϵps] = z∆ϵ

2kBT
, (1)

which accounts for the preferences of homotypic interac-
tions, namely polymer-polymer (ϵpp) and solvent-solvent
(ϵss), over heterotypic solvent-polymer interactions (ϵps).
The coordination number (z), temperature (T ), and
Boltzmann constant (kB) also determine χ. The theory
correctly predicts the dependence of the critical temper-
ature for phase separation on the interaction strength
and length of polymers. Generalization of the theory that
accounts for both enthalpic and entropic contributions
to χ explains the presence of upper liquid critical tem-
perature for certain polymers. Furthermore, it has been
shown that the interfacial tension is directly related to
χα.[71,72] While the exact value of the exponent, α is sub-
ject to debate, a positive correlation between the two is
clear. Therefore, increasing the propensity for homotypic
polymer interactions over heterotypic polymer interac-
tions will also increase the surface tension between the
polymer and solution phases (Figure 2B).

The above arguments provide a powerful conceptual
framework for interpreting experimental observations.
For example, poly(proline-arginine) is known to form
layered droplets with RNA, where poly-C RNA local-
ized at the solvent interface and poly-A RNA comprised
the core.[73] Modeling demonstrated that this result may
occur due to a stronger affinity of poly(proline-arginine)
for poly-A RNA than poly-C RNA, a stronger self-affinity
of poly-A relative to poly-C, or less favorable interac-
tions for poly-A. Each of these interaction schemes will
produce higher χ values and surface tension for the
droplet formed by poly-A than those formed by poly-
C. Similar results were seen when studying mixtures
of arginine repeats (polyR) and lysine repeats (polyK)
with uridine-5’-triphosphate trisodium salt (UTP), where
polyR formed a core and polyK formed a shell. The dif-
ferences between the layers were attributed to stronger
R-UTP interactions than K-UTP interactions due to the
ability to form pi-pi interactions (Figure 3A-C). These
stronger interactions with polyR explain the higher sur-
face tension of the corresponding droplet.[74] Elastin-like
polypeptides are another model IDP system that sup-
ports similar behaviors. More hydrophobic sequences

have higher values of χ and populate at the condensate
interior.[75]

While the Flory-Huggins theory was derived for
homopolymers, it can be applied to heteropolymers
and complex systems by averaging polymer-polymer and
polymer-solvent interactions over the sequence to pro-
duce an effective χ (Figure 2C). For example, polymers
with more solvated linkers will, on average, have smaller
χ values and be pushed to the shell of the droplet, while
linkers with less solvation volume will localize toward
the interior.[78] Higher valency has been seen to correlate
with the interior of the condensate, as a result of stronger
effective interactions.[79] In a recent study, Latham and
Zhang simulated the phase separation of a mixture of
two chromatin regulators, HP1α and histone H1, with
DNA with the MOFF force field.[80–83] They observed
that H1 localizes toward the droplet-solvent interface and
HP1α is located toward the middle of the droplet. The
observed layering can be explained by stronger HP1α-
HP1α interactions relative to H1-H1 interactions (Figure
3D-E).[76]

The effective χ value depends not only on the chemi-
cal composition of the molecule but also on the precise
arrangement of the chemical groups. In a computa-
tional study, Regy et al. shuffled the sequence of the
RGG domain of LAF1 and explored its phase behavior
with RNA, specifically a 15 nucleotide adenosine repeat
(A15).[77] They found that a shuffled sequence with more
charge blockiness (RGGCshuf) led to stronger protein-
protein and protein-RNA interactions. Further, the min-
imum of the protein-RNA potential of mean force moved
such that it is minimized when the two biomolecules
are held approximately 20Å apart instead of at a mean
distance of zero (Figure 3F). Because of these changes,
RGGCshuf and RNA formed a layered condensate, with
RNA located on the exterior of the condensate (Figure
3G,H). Other computational work on polyampholytes has
found similar results. Using sequence-specific modeling of
K/E mixtures of the same overall composition, Pal et al.
showed that differences in the blockiness of charge dis-
tribution can drive condensate layering, likely through
changes to the shape or depth of the pairwise PMF for
the two chains.[84]

The effective averaging procedure is inherently a mean-
field assumption, which breaks down when functional
groups with strong interactions stick together to form
clusters. Clustering and even microphase separation can
lead to layered organizations in single component sys-
tems as well, as seen in condensates formed with the
Velo1 N-terminal prion-like domain.[85] The association
of aromatic residues slows down protein dynamics and



6 AGGREGATE

Z-coordinate (nm)

M
ol

ec
ul

es
 (#

 / 
10

nm
)

z

x

A) D)

F)

B)

C)

E)

G) H)

Repulsive 
interactions

Attractive 
interactions

Repulsive 
interactions

Attractive 
interactions

F I G U R E 3 Molecular factors that drive the formation of layered condensates. (A) Hypothetical interaction patterns of polyR,
polyK, and UTP that explain the observed condensate organization. (B) Confocal fluorescence images of 50:50
polyK(green):polyR(purple) mixtures at different ratios of UTP. Scale bar, 20 µm. (C) Confocal fluorescence images of fusion of
layered coacervates. polyK is labeled in green, and polyR is unlabeled. Images modified from ref.[74] CC BY 4.0. (D) Approximate
interaction patterns of HP1α, H1, and DNA, which also results in a layered condensate. (E) The slab density profiles support a
layered organization for mixtures of HP1α (blue), H1 (green), and DNA (red). HP1α coalesces toward the center of the droplet, with
H1 to the outside. Image modified from[76] with permission from Elsevier. (F) Potential of mean force (PMF) for protein-protein
and protein-RNA interactions with the native LAF1-RGG sequence (RGG) and the shuffled RGG sequence (RGGCshuf). (G)
Simulation snapshots indicating the preference of A15 to localize to the condensate exterior with RGGCshuf but not RGG. (H)
Density profiles of A15 in RGG and RGGCshuf condensates. Reprinted from[77] with permission from Oxford University Press.

renders the corresponding condensate more solid-like.
Similar results were seen in a computational work on
the RNA binding protein Fused in Sarcoma (FUS).[86]

The authors modeled a disordered-to-ordered transition
in the prion-like domain that is expected upon conden-
sate aging. After the transition, the higher self-affinity
among prion-like domains drove a layered organization
and their interior localization.[87] For these systems, by
dividing the molecules into multiple groups with individ-
ual effective χ values, their organization can be analyzed

similarly to the multi-component systems mentioned
above (Figure 2D).

The energetics-focused perspective outlined above
may miss certain features of phase separation. For
instance, experiments have demonstrated that arginine-
rich polypeptides can form layered droplets with RNA,
with the component in excess preferentially located on
the exterior.[88] Modeling has since demonstrated that
the polymer in excess localizes to the interface due to the
entropic gain of providing multiple binding partners. Fur-
ther, as the stoichiometry becomes more unbalanced, the

https://creativecommons.org/licenses/by/4.0/
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amount of unbound polymer at the interface increases,
which decreases the surface tension of the condensate.[89]

In addition, non-equilibrium processes can also play a
role in condensate organization. Using a model of the
human genome,[90,91] Jiang et al. examined the role of
active forces, such as those that arise from transcrip-
tion or chromatin remodeling,[92,93] on phase separation,
genome structure, and genome dynamics.[94] They found
that applying active forces to euchromatin pushes hete-
rochromatin to the nuclear periphery. This organization
competes with strong attractive interactions, which pull
heterochromatin toward the center of the nucleus. Simi-
lar active processes may play a role in the organization of
other systems, including transcriptional condensates.[15]

LIMITATIONS ON CONDENSATE
COARSENING

While thermodynamic arguments regarding surface ten-
sion have proven successful at explaining many experi-
mental results, some observations appear to defy predic-
tions. In particular, a single condensate is expected at
equilibrium to minimize the surface energy.[95,96] How-
ever, multiple nucleoli (∼2-5) can stably coexist in the
same nucleus,[97] as can paraspeckles[98] and nuclear
speckles.[99] Mechanisms that prevent the coarsening and
fusion of biological condensates are only beginning to
emerge.

The complexity in the molecular interactions that drive
condensate formation and their internal organization
may produce micelle-like structures with low surface
tension, reducing the driving force for coarsening. Sim-
ilar to surfactants that harbor both hydrophobic and
hydrophilic groups, molecules found in condensates differ
in their valency. High valency molecules prefer polymer-
polymer over polymer-solvent interactions and are thus
more “hydrophobic” than low valency ones. The accumu-
lation of low-valency molecules at the condensate exterior
could lower the interfacial tension. To demonstrate this
principle, Sanchez-Burgos et al. used a minimal scaffold-
surfactant model, where scaffolds and surfactants are
particles with high and low valency, respectively. They
showed that the surface tension, and hence the number
of droplets, was tunable by the surfactant-scaffold ratio
(Figure 4A).[100] This computational framework has been
seen in biological contexts. For example, high valency
complexes of G3BP and UBAP2L cause the formation of
stress granules, while the low valency of USP10 allows it
to act as a cap to inhibit stress granule growth.[103,104]

Similar behaviors were also found in a designed Arti-
Granule (ArtiG) system.[101] Navarro et al. designed in
vivo RNA-protein assemblies by modifying versions of
the human ferritin protein to increase its self-interaction
(mCherry-FFm), and further added domains to recruit
specific RNA targets (PUM.HD-FFm). They then var-
ied the ratios of mCherry-FFm to PUM.HD-FFm, and
observed condensates with more RNA binding elements
tended to form smaller condensates than those driven by
the self-affinity of FFm alone (Figure 4B). The authors
proposed that RNA binding creates steric hindrance
to limit the valency of surface FFm molecules, which
prevents condensate fusion.

Localization of disordered proteins to the interface of
condensates can also control the size of biological con-
densates through other mechanisms. Recent work on
P granules suggests that the disordered protein MEG-
3 can act as a Pickering agent.[105] Folkmann et al.
observed that MEG-3 proteins form low dynamic assem-
blies resembling solid particles, which coat the surface
of P granules to reduce the surface tension.[30] Depleting
MEG-3 causes P granules to increase dramatically in size.

In addition to lower thermodynamic driving forces, con-
densate fusion may be slowed down due to kinetic barri-
ers. For example, net charges can induce an accumulation
of counterions near the condensate surface, giving rise to
the so-called zeta potential. Higher zeta potentials slow
or prevent condensate fusion due to stronger electrostatic
repulsion.[106] Additionally, fusion barriers could arise
from breaking existing structures inside the droplets.
Using a stickers and spacers model, Ranganathan and
Shakhnovich demonstrated that strong interactions with
low valency produce finite-sized droplets with saturated
interaction sites.[22] Existing interactions must be abol-
ished for these droplets to grow. Similarly, TIS granules,
which are biological condensates that form near the
endoplasmic reticulum,[10,11] were found to have mesh-
like shapes originating from the underlying network of
cross-linked, disordered RNA. Fusion of such condensates
would require a breakdown of the mesh that faces an
enormous energetic penalty.

Just as the structural organization of condensates
can hinder their fusion, structures within the solvent
phase can also arrest condensate coalescence. Through
explicit simulations of the phase separation process for
nucleoli formation with the presence of a chromatin
network,[90,91] Qi and Zhang showed that the reorga-
nization of chromatin creates an entropic barrier to
nucleoli fusion,[102] and accounts for the observation
that many separate nucleoli are observed in the cell
(Figure 4C-E).[107] Other studies have also considered
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F I G U R E 4 Molecular factors that limit condensate growth. (A) Computational evidence that lower valency surfactants can
limit droplet growth. Surface tension (ρ) depends on the ratio of surfactants (red) to scaffold (blue). Vertical dashed lines indicate
the maximum surfactant concentration that allows for phase separation for a given number-droplet regime. Note that the maximum
droplet size varies continuously with surfactant concentration even within the same number-droplet regime. Snapshots of
simulations in each droplet regime are included. Images modified from ref.[100] CC BY 4.0. (B) RNA binding modifies ArtiG size.
Confocal images of ArtiG in HeLa cells, 24 hours after transfection of mCherry-FFm and PUM.HD-FFm constructs at ratios of 1:1
(i), 5:1 (ii), 10:1 (iii), and 1:0 (iv). ArtiGmCh indicates ArtiG comprised of mCherry-FFm, while ArtiGmCh˙PUM indicates ArtiG
comprised of both mCherry-FFm and PUM.HD-FFm. Images modified from ref.[101] CC BY 4.0. (C) Computational modeling
shows the presence of an entropic barrier that stabilizes the two-droplet state for nucleoli. Free energy profile as a function of the
radius of gyration, which effectively measures the distance between the two droplets. The free energy is broken into entropic (red)
and energetic (black) components before (D) and after (E) the barrier for droplet fusion. Images modified from ref.[102] CC BY 4.0.

droplet growth in the nucleus by modeling the nucleus

as an elastic network.[108–111] In these cases, the mechan-

ical stress of the permanently cross-linked network was

attributed to arresting the coarsening dynamics of con-

densates. As the dynamical processes of chromatin are

known to be timescale dependent,[112] both the entropic

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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barrier of chromatin reorganization and the mechanical
stress of disrupting the chromatin network may limit the
coarsening of condensates within the nucleus.

Finally, active processes can also contribute to the
arrest of condensate coalescence. Wurtz and Lee intro-
duced a theoretical model in which phase-separating
molecules can be converted into soluble molecules
through chemical reactions. For certain reaction rates,
the steady state of the system corresponds to many
monodisperse droplets.[113] This model may be applica-
ble to a variety of membraneless organelles in the cell,
where changes such as post-translational modifications
could serve as a control mechanism to inhibit condensate
growth.[114] To demonstrate the role of active processes in
a biological context, Guilhas et al. studied ParABS, a sys-
tem responsible for chromosome and plasmid segregation
in bacteria.[115] While the ParB protein drove phase sepa-
ration, they found that ParA, specifically ParA’s ATPase
activity, was necessary to control the size and location of
ParABS condensates. Similar mechanisms may also play
a role in other condensates, including P granules[116] and
stress granules,[117,118] where enzymatic activity has been
shown to dissolve condensates.[114]

CONCLUSIONS AND FUTURE OUTLOOK

In this review, we have discussed the molecular fac-
tors that dictate the interfacial tension and, thus, the
size and structure of biological condensates. Such fac-
tors include interaction energy between components,
valency, stoichiometry, topological constraints, etc. Con-
tinued advances in experimental, computational, and
theoretical methods should lead to the discovery of
many new biological condensates and improved charac-
terization of existing ones. Such discoveries may allow
scientists to perturb and engineer biological condensates
for therapeutic purposes.
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