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Abstract

We develop a Systematic Mapping Study to observe trends and research opportunities around the concepts and techniques used
in Data Curation for Big Data. Our work investigates scientific publications with the aim of identifying how data curation has
been used recently, to organize and publish big data corpora. We are interested in browsing, identifying the mathematical and
computational tools used in data curation. We focus on identifying how data curation has been modeled in different scenarios
and which computational/mathematical techniques have contributed to improve data curation, with the aim of answering the
following questions: (i) What mathematical fields have most contributed in the context of Data Curation? (i) Which classes
of optimization algorithms are used in the context of Data Curation? (4i:) What application domains have benefited the most
from Data Curation? While our main focus is on the definition of new methods and algorithms, we identified a large number of
papers that concentrates just on applying known techniques to specific domains. Our study may be useful to identify challenges

and opportunities for further theoretical studies, as well as to show the use of some formal techniques in real-life applications.
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Abstract

We develop a Systematic Mapping Study to observe trends and research opportunities around the concepts
and techniques used in Data Curation for Big Data. Our work investigates scientific publications with the aim
of identifying how data curation has been used recently, to organize and publish big data corpora. We are in-
terested in browsing, identifying the mathematical and computational tools used in data curation. We focus on
identifying how data curation has been modeled in different scenarios and which computational/mathematical
techniques have contributed to improve data curation, with the aim of answering the following questions: (i)
What mathematical fields have most contributed in the context of Data Curation? (i) Which classes of opti-
mization algorithms are used in the context of Data Curation? (iii) What application domains have benefited
the most from Data Curation? While our main focus is on the definition of new methods and algorithms, we
identified a large number of papers that concentrates just on applying known techniques to specific domains.
Our study may be useful to identify challenges and opportunities for further theoretical studies, as well as to
show the use of some formal techniques in real-life applications.
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Caption: We propose an overview on the applications of data curation, as well as the main models and
techniques explored in the area, by summarizing the findings reported in the publications in this field over the
last decade.

1. INTRODUCTION

Data Curation is a process of organizing and extracting information from a corpus of data. Data Curation
produces meta-data that adds quantitative, semantic, and explicit information to a set of data. The goal of this
addition is to ease the task of understanding and deducting new facts from raw data [65]. Data Curation has
a multidisciplinary nature. It combines mathematical, computational, and statistical techniques, with semantic
knowledge about the data in an application domain. In this context, Data Curation consists on retrieving,
classifying, preserving, and reusing domain-specific data.



The main goal of this paper is to develop a systematic mapping study [51] on the use of tools for automatizing
the process of Data Curation in any domain of application. This will help us to identify tendencies, opportunities,
and challenges in Data Curation.

Systematic mappings are an useful tool to investigate how a given topic has evolved along time, unveiling
quantitative data over the publications on a specific area. With the aiming of better presenting summarized in-
formation, systematic mappings use to employ graphical representations that points out over-explored aspects
as well as research opportunities.

To the extent of our knowledge, there are only a few papers devoted to building systematic mappings, or
similar studies for the activity of Data Curation. These papers include [53], which looks into standard policies
and practices related to data curation programs in the UK. In [4], useful articles and books for understanding
digital research data curation in academic and other research institutions are cataloged. It covers research
topics such as data creation, acquisition, metadata, provenance, repositories, management, funding agency
requirements, open access, peer review, publication, citation, sharing, reuse, and preservation. The works by
Bailey et al [2, 3] gather books and technical reports that are useful for curation and digital preservation. To the
extent of our knowledge, our study is the first one devoted to survey the use of formal (mathematical, statistical,
computational) tools in the data curation process.

We have structured the paper as follows: In Section 2, we present the methodology for systematic mappings
reviews, including the definition of research questions, search strategy, and the procedure adopted. In Section
3, we answer our research questions and discuss the results. Finally, we discuss the conclusions of our findings
and directions for future work.

2. Methodology

We adopted the procedure defined in [33] to perform our systematic mapping. Figure 1, taken from [51],
shows the steps of the protocol (upper line) and the outcomes of each step (lower line). Each of these steps
are detailed in the next sections.

Process Steps

Definition of . Keywording using Data Extraction and
Research Quesiton Conduct Search Screening of Papers Abstracts Mapping Process
) Classification .
Review Scope All Papers Relevant Papers Scheme Systematic Map

Outcomes

Figure 1: Systematic Mapping Process [51].

2.1 Definition of research questions

This activity defines the focus of the systematic mapping study, by specifying the scope of the study.

Research Question 01: “How Mathematics has contributed in the context of Data Curation?”

Data Curation is a multidisciplinary process. It may involve activities that require Mathematical and Statistical
knowledge. Our first research question investigates to what extent these sciences are used in practice.



Table 1: Number of articles by digital library.

Database Number of Papers
IEEE Xplore 07
Scopus 82
Mendeley 29
Web of Science 10
ACM 05
Science Direct 04
Total 137

Research Question 02: “Are there classes of optimization algorithms being used in the context of Data
Curation? If yes, which ones?”

Since data curation consists on summarizing and extracting useful information from a corpus of data, the use
of optimization algorithms seems to be a natural choice. Given a set of conditions, these algorithms look for
optimal solutions. They can be used in the process of choosing the most relevant information, depending on
domain-specific conditions.

Research Question 03: “Which are the most common application areas for Data Curation?”

Our third research question will identify the areas of application in which Data curation has been used.

2.2 Conduct Search: Search string definition and data extraction

The search string on a systematic mapping is the string used to query the bibliographic databases, looking for
publications that will help in answering the research questions.

In our case, we identified the word “optimization”, that is used in Computer Science, Mathematics, and
Statistics to define processes that look for optimized solutions. In this way that word is enough to retrieve
relevant papers in the three areas. We also included the term “Data Curation” to narrow the search to the
area of interest for our study.

The search string was, thus, defined as: "Data Curation" AND "Optimization"

This search string was used to retrieve papers in six of the most used digital libraries, shown in Table 1. In that
table we show the number of papers obtained by searching each database.

For each database, we retrieve the papers that contained our search string in their title and abstract. We
performed this search for papers published between January 2011 and August 2022. A total number of 137
papers were found.

2.3 Publication screening

The next step in the construction of our systematic mapping consists on screening the publications, to select
those that will be used to answer our research questions.

Inclusion and Exclusion Criteria were defined to help in building the corpus of papers in our study:



Inclusion Criteria: Initially, we included on our study all the 137 references resulting from the search. Other
papers may have been included, provided that they are pertinent to our study. This option was not used in our

mapping.

Exclusion Criteria: We excluded publications from our study, in acordance to the following criteria:

» Short papers (with less than four pages);

» Papers that are not available for download in full version;
 Papers that address manually performed Data Curation;
+ Papers that are not available in English;

» Whole books or presentations;

* Duplicates (only one version of the paper is included).

After using the inclusion/exclusion criteria on the corpus of 137 publications retrieved by using the search
string, we filtered out 70 of them. The remaining 67 documents were used as input to produce a classification
scheme, as shown next.

2.4 Keywording using Titles and Abstracts

The Keywording activity consists on mapping the contents of each paper into a set of predefined categories.
The definition of these categories depends on the goals of the systematic mapping study. In our case, we
defined seven thematic facets containing categories.

For the definition of facets and categories we begin by using the My-SAE tool [37] to identify the most frequent
words appearing in the title and abstract of the 61 papers included in the study. The result of this step is shown
in Figure2. These words were used as an initial proposal to build the facets and categories in our study. From
this list, we defined the following categories and facets:

1. Computational Problem.
Characterizes the way in which the data search space is explored. The categories in this facet are:
Optimization, Classification, Modeling, Filtering.

2. Mathematical Domain.
This facet includes fields of mathematics that have made decisive contributions to solving the computa-
tional problems present in the articles. The categories in these facets are: Statistics, Algebra, Analysis,
Geometry and Topology, Dynamical Systems, and Differential Calculus.

3. Computational Approach.
Techniques and strategies used to solve the computational problem of the paper. The categories in this
facet are: Deep Mearning, Machine Learning, General Al, Discrete Optimization, Big Data Processing
Techniques, Mathematical Optimization, Heuristics, Graph Algorithms, Game Theory.

4. Type of Algorithm.
Classifies the algorithms used to solve the computational problem. The categories in this facet are:
Genetic/Evolutionary Algorithms, Classification and Clustering, Neural Network, Integer Programming,
Divide and Conquer, Not Specified, Greedy Algorithm.

5. Application Domain.
Includes the application areas to which Data Curation is performed. The categories in this facet are:
Medicine, Biomedicine, Neural Networks,Genomic, Data Curation, Big Data Analytics, Digital Humani-
ties, Environmental Research, Biology, loT, Pattern Recognition, Astronomy, Chemistry, Cloud Storage.
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Figure 2: Keywords produced by My-SAE.

6. Research Type.
The research approach of the paper, as defined by Wieringa et al [71]. The categories in this facet
are: Evaluation Research, Solution Proposal, Validation Research, Philosophical Paper, Opinion Paper,
Experience Paper.

7. Origin of Authors.
We identified the countries of affiliation of each author. In the case of authors with more than one
country of affiliation, we consider just the first country. The categories found are: Brazil, USA, Greece,
Japan, Netherlands, Portugal, Spain, Qatar, Denmark, Iceland, UK, Taiwan, Israel, Sweden, Switzerland,
Belgium, Canada, Australia, New Zealand, Pakistan, Singapore, China, Luxembourg, Germany, France,
Italy, Finland, Austria, and Korea.

2.5 Data Extraction and Classification

Based on the research questions listed, and the categories and facets defined previously, we classified papers
into categories. We followed the recommendation of Petersen [51] according to which, at least three evaluators
must be part of the classification process. In this manner, all the authors participated from this step on.

The group analyzed the title and abstracts of all the 67 selected publications. The discussion about most
papers also involved a brief reading of their body. We classify the papers into two groups (Table 2):
1. Models/Techniques: 44 papers having contributions related to the definition of optimization techniques in
Data Curation; This group will be used as the main source of data to answer the research questions.
2. Applications: 23 papers applying optimization techniques to Data Curation, without proposing new meth-
ods.

The classification of each paper into their facets and categories was used next, to answer the research ques-
tions. This classification is available (in tabular form) at shorturl.at/D1234.



Table 2: Papers selected in this study.
Category Reference
Models / [6], [8], [10], [24], [15] [18], [17], [20], [22], [25],
Techniques [[27], [28], [43], [64], [30], [32], [34], [38], [40], [45],
[46], [47], [49], [54], [58], [56], [57], [59], [60],
[61], [66], [68], [69], [70], [73], [74], [75], [77], [26],
[42], [44], [11], [18], [36].
Applications| [1], [5], [7], [9], [12], [14], [16], [19], [21], [23],
[29], [31], [35], [39], [41], [48], [50], [52], [58], [63],
[67], [72], [76].

3. Answering the Research Questions

In this section, we answer the research questions, carry out a bibliometric analysis and provide a synthesis of
the results, trying to identify possible research niches. For answering our questions, only Models/Techniques
articles were considered.

3.1 Answer to research question 01: “How Mathematics has contributed in the context of Data Cura-
tion?”

To answer this question, we focus on the corpus of 44 papers that define models and techniques for data
curation. Figure 3 presents the distribution of publications that employ concepts and techniques from diverse
fields of Mathematics. As we expected, Statistics appears as the most used mathematical field, due to its role
in using methodologies capable of collecting, analyzing, interpreting, and predicting results over large data
sets for better decision-making possibilities.

Let us now analyze the bubble chart in Figure 4. This kind of chart allows us to plot three dimensions on the
same plane, being powerful enough to provide an overview of a field. In this figure, we show how the facets
Computation Problem and Applications (horizontal axis, left and right sides respectively) relate to Mathematical
Fields (vertical axis). The size of each bubble is proportional to the number of publications that simultaneously
contribute to the intersecting categories. Notice that, as papers may be classified into more than one category,
the sum of papers in the bubbles is greater than the number of Models/Techniques papers in our study.

From the right-hand side of the chart, we observe that Biomedicine and Data Curation are the most frequent
application areas on the papers, each one representing, respectively, 8 (18.18%) and 9 (20.45%) of the se-
lected publications (Figure 4). Concerning Biomedicine, 5 (62.5%) of these papers uses Statistics, 1 (12.5%)
of them explores Algebra, or Geometry and Topology, and 2 (25%) of them employs mathematical Analysis
techniques. Most of the papers that include Data Curation as application do not clearly identify the contribution
of mathematical concepts. Just 4 papers (44.4%) specifically mention a field of Mathematics, while the other 5
did not make any reference to a mathematical formalism.

Concerning the facet Applications, the majority of papers either propose solutions based on Statistics or do
not explicitly specify a mathematical field. We believe that this fact is due to the large adoption of statistical
techniques to explore big data.

Concerning the left-hand side of Figure 4, it is possible to observe that 24 (54.54%) of the papers concentrates
on Classification problems. The solutions proposed in these papers are frequently based on Statistics 15
(62.5%) for data clustering. To evaluate the performance of models used to solve this problem, metrics such
as accuracy, precision, and recall need to be calculated.

We note that 20 (45.45%) of the selected publications concentrate on computational Modeling problems, with
8 (40%) having contributions from the Statistics category, 2 (10%) from the Algebra category, 2 (10%) from the
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Figure 3: Distribution of Models/Techniques papers by field of Mathematics.

Analysis category, and 1 (5%) from the other areas.

Concerning the Modeling problem, we identified contributions from all the Mathematical fields that we consider.
Notice that there are 8 papers involving modeling that do not explicitly state a mathematical area as main
interest. Looking at the right-hand side of Figure 4, we notice that a significant number of papers explore
statistical and numerical methods for proving models for biological sciences.

In our investigation, we found that the same paper may deal with more than one computational problem. At the
same time, each paper normally have just one application area. This explains the lesser density of bubbles on
the right-hand side of Figure 4.

Notice that the use of statistical methods is predominant from both the viewpoints of applications and formula-
tion of mathematical problems in the context of data curation (Figure 4).

Summary: ltis clear that Mathematics/Statistics has an important role in the selection and filtering processes
in Data Curation.

Differential Calculus may be used to look for better parameters to algorithms so that intelligent models learn
patterns through mathematical functions that seek to minimize or maximize. Despite the possible contributions
of Differential Calculus in all computational problems, our work reveals a low level of exploration and immaturity
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Figure 4: Mathematical Area vs. Computational Problems/Applications (Models/Techniques papers).

in the use of many fields of Mathematics in the construction of new results in the field of Data Curation.

The area of Algebra is also frequently used to solve computational problems in the context of Data Curation.
Notice that Algebra is the only area of Mathematics explored for all the computational problems we consider.

However, observe that only 9 of the 44 papers use Algebra elements as basis to provide computational so-
lutions. This observation may suggests the potential to further exploration on the use of Algebra for Data

Curation.
3.2 Answer to research question 02: “Are there classes of optimization algorithms being used in the

context of Data Curation? If yes, which ones?”
Our second research question is intended to give a better understanding about the use of optimization algo-

rithms in Data Curation. In Figure 5 we present the distribution of papers with concern to the category of

algorithm explored. Regarding optimization techniques, about half of the papers either do not provide details
about the algorithm used or provide ad-hoc solutions. The frequent use of tailored algorithms indicates the

need to adapt or devise solutions to better fit the nature of the application data.

As expected, a significant portion of papers concentrates on optimizing clustering methods. In special, Neural

Networks is one of the main approaches used to cluster data. It is relevant to inform that our study reported
that 5.2% of the articles received contributions using more than one type of algorithm. In addition to the graph

shown in Figure 5, we built the bubble chart shown in Figure 6.
Figure 6 confirms our intuition about the importance of clustering algorithms to data curation, specially by using
neural networks. We observe that 15 (34.1%) of the Models/Techniques papers report the use of Machine

Learning techniques, from which 8 of them use Neural Networks. Notice the small number of papers that
report the use of Genetic/Evolutionary methods, Integer Programming and Greedy Algorithms.

The seldom use of Integer Programming methods follows our intuition. They deal with the optimization of
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Figure 5: Distribution of papers by type of algorithms.

integer functions, which our study did not detect as frequent in the application domains.

In the case of Genetic/Evolutionary methods and Greedy Algorithms, both kinds of algorithms work to find
solutions from a set of data items. They make locally optimal choices to find a globally optimal solution. They
has a very low operating cost and may be applied for classification purposes in different application contexts.
The small number of papers dealing with greedy and evolutionary algorithms may indicate opportunities for
research in the area.

Summary: Our analysis shows that Artificial Inteligence and Machine Learning methods have contributed to
Data Curation. Most algorithms identified in our study were tailored for specific application domains. We notice
that there are some candidate algorithm classes (like evolutionary and greedy algorithms) that have not been
extensively explored yet in the context of data curation.

3.3 Answer to research question 03: “Which are the most common application areas for Data Cura-
tion?”

Data Curation is a way of organize domain-specific data, allowing for a better analysis and visualization of
them, as well as of derived knowledge.

The bubble chart presented in Figure 7 considers only the 44 papers classified as Models/Techniques. As
expected, our study identified a large number of application domains for data curation. This figure presents a
more regular distribution of papers than the previous bubble charts. This fact indicates the general interest of
Data Curation on many application areas, tackling a variety of computational problems, and using a diversity
of techniques.

10
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Figure 6: Type of Algorithm vs. Applications/Techniques (Models/Techniques papers).

Once again, we identified the prominence of Biological Sciences as popular domain of application of data

curation. Most of clustering algorithms are focused on Medicine, Biomedicine and Biology.

We also identify a significant number of papers dedicated to improve data curation algorithms themselves. In
this case, the research focuses on improving the efficiency and expressiveness of the algorithm, as well as the

better use of meta-data in the curation process.

Notice that Modeling and Classification are the computational problems with the broader ranges of applica-
tions. The three Models/Techniques papers with applications of Big Data Analytics do not explore classification
problems. This is due to the fact that those papers are not focused in the data analytics process, but on the

proposal of Big Data platforms or on conceptual modeling.
We noticed the weak connection of the Big Data Analytics category with the mentioned techniques. At the
same time, the relationship between the Data Curation category and the techniques used is much stronger.

As expected, almost all the applications depend on Modeling and Classification. Concerning the implemen-
tation of solutions, many of these applications uses Al, including Deep Learning and Machine Learning ap-

proaches, or Mathematical Optimization techniques.

Application papers). The most prominent application area, with 17 papers (i.e., about one fourth of our corpus)

The bar graph in Figure 8 include numbers for all the 65 papers in our study (44 Models/Techniques and 21
is Biomedicine. Notice that areas related to Biomedicine, such as Medicine and Biology are also frequent

application fields.

The 10 papers having data curation as application domain correspond to works that propose original data
It is worth noticing that the fields of applications is quite broad. Moreover, applications like Big Data Analytics,

curation methods or systems. The majority of those papers propose improvements and extensions to existing

data curation approaches.

11
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Figure 7: Applications vs. Techniques/Computational Problem (Models/Techniques papers)

Pattern Recognition and Cloud Storage may, themselves, be used in a vast range of applications.

Summary: By answering this research question, we confirmed our intuition about Data Curation being appli-
cable to most domains dealing with large amounts of data. The most frequent application areas found by our

study are those related to Biology and Medicine.

3.4 Bibliometric Analysis
In this section we discuss how the area of data curation has evolved along the period we consider in our
analysis. Let us consider, again, the 65 publications marked Models/Techniques and Application papers of our

study. The left-hand side of Figure 9 shows the number of papers by area and year of publication. We can see
that, in general, recent years have a greater frequency. Moreover, fields of application related to the biological
sciences have a larger participation in recent years. This is shown by the increasing size of the bubbles in the

upper-left quarter.

The right-hand side of Figure 9 shows the affiliation of authors of the 65 papers in our study, by year of
publication. We notice the larger size of bubbles on the column counting the number of USA authors, as well
as the general increase of frequency for the last four years. This figure indicates, once again, that the field is

gaining popularity in the research community.
similar behavior. From 2018 on, we verify a significant increase in the number of Models/Techniques publica-

tions, so that 61.36% of the articles were published in the last five years and 45.45% in the last three years.

Figure 10 shows the publications by year. Notice that both Application and Models/Techniques papers have a
The year 2020 had the highest publication rate, with ten Models/Techniques and five Applications papers, be-

12
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Figure 8: Most frequent applications of Data Curation.

ing 22.38% of the corpus. The corpus of publications was built in August of 2022, which explains the smaller
number of papers in that year.

Conclusion

Our work reveals a growing interest of the academic and industrial communities in using data curation, as well
as the use of mathematical and computational tools towards providing a useful experience to the user.

We notice a significant increase on the number of publications focused on the proposal of further concepts
and techniques from 2017 on: we found a total of 11 papers in this category in the period from 2011 to 2016;
this number raised to 33 in the period from 2017 to August 2022. The investigation we conducted indicates
that data curation has been mainly applied to Medicine, Biomedicine, Biology, Genomics and Chemistry.
The Data Curation process is capable of presenting data management strategies, for instance, during our
analysis, we noticed that Data Curation was used to feed epidemiological studies and evaluate health profiling
in hospitals. Comparing all the bubble charts, we noticed significant contributions from Statistics, and the use

13
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Figure 9: Year of publication vs. Applications/Origin of authors (Models/Techniques and Applications papers).

of classification and grouping algorithms in a well-distributed way in the health areas.

Many Data Curation solutions are based on computational Modeling and Classification techniques. These
problems can be solved using, mainly, classification algorithms and Statistics. Algebra also can provide solu-
tions to various computational problems related to Data Curation, while Differential Calculus is often effective
in optimizing parameters to algorithms. We notice that the level of exploration of these areas may be improved
in terms of maturity. Our analysis reveals the interest on optimizing big data through Machine Learning tech-
niques with the support of Neural Network algorithms, classification, and clustering of data. Finally, despite the
predominance of USA-based authors, our investigation corroborates the growing interest and contributions of
several research groups around the world in using optimization strategies in the context of Data Curation.

Our work is intended to help the community to identify mathematical and computational tools that have been
successfully applied to build Data Curation solutions. In this sense, there are algebraic structures such as
Matroids [62] that could be used in together with greedy algorithms, to obtain optimal curated datasets. It may
be a promising research area that we intend to investigate as future work.
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