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Abstract

Understanding the surface chemistry of nanostructured TiO2 has long been a priority to improve photochemical device efficiency.

Faceted nanoparticles, characterized by known facets not at thermodynamically ideal ratios, are particularly challenging to model

due to the large number of chemical and computational parameters that must be chosen for which there is no experimental

guidance. This research supplies a modeling framework for faceted TiO2 nanoparticles that provides rationale for such decisions.

By performing full DFT optimization and characterization on a series of inter-related anatase TiO2 nanoparticles displaying

{101}, (001), and {010} facets with sizes up to 202 TiO2 units, parameter space is mapped with regard to particle size, shape,

defects, and optimization protocol. Specifically, it is shown that pre-optimization is necessary in order to achieve a sufficiently

delocalized electronic structure, and the increased reorganization afforded by removing higher coordinated Ti atoms compensates

the high formation energy of creating these defects. Furthermore, by characterizing differently shaped nanoparticles with the

same number of TiO2 units, this research provides direct observation of shape effects on nanoparticles.
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Understanding the surface chemistry of nanostructured TiO2has long been a priority to improve photochemical device
efficiency. Faceted nanoparticles, characterized by known
facets not at thermodynamically ideal ratios, are particu-
larly challenging to model due to the large number of chem-
ical and computational parameters that must be chosen for
which there is no experimental guidance. This research sup-
plies a modeling framework for faceted TiO2 nanoparticlesthat provides rationale for such decisions. By performing
full DFT optimization and characterization on a series of
inter-related anatase TiO2 nanoparticles displaying {101},
(001), and {010} facets with sizes up to 202 TiO2 units, pa-
rameter space is mapped with regard to particle size, shape,
defects, and optimization protocol. Specifically, it is shown
that pre-optimization is necessary in order to achieve a suf-
ficiently delocalized electronic structure, and the increased
reorganization afforded by removing higher coordinated Ti
atoms compensates the high formation energy of creating
these defects. Furthermore, by characterizing differently
shaped nanoparticles with the same number of TiO2 units,
this research provides direct observation of shape effects
on nanoparticles.
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1 | INTRODUCTION

Nanostructured TiO2 has received intense investigation as a catalyst or support in a wide variety of photochemical
applications, including dye-sensitized solar cells1;2, water-splitting3;4 and CO2 reduction5;6. Considering this tech-
nological interest, extensive scientific effort has been spent studying the surface properties of nanostructured TiO2in order to achieve a fundamental understanding of the mechanisms that drive device function, as well as provide a
means to tailor properties as a function of morphology. Consequently, a wide range of structurally diverse TiO2 nanos-tructures with vastly varying photophysical properties have been reported7;8;9;10;11. Such advancement in targeted
synthesis of nanoparticles with desirable properties can greatly improve device efficiency, yet a unifying model that
relates nanoparticle structural features to specific electronic properties a priori to speed design to implementation
time continues to elude researchers.

In pursuit of such ambitions, experimental study is inherently limited by the fact that observations are ensemble
averages over a wide range of structural features. Thus, the problem of untangling structure-function relationships is
well-suited for computational study, where quantum mechanics can predict the properties of contrived nanoparticles
varying along a single structural axis, such as exposed facets or size. However, even considering recent advancements
in computational infrastructure, full quantum mechanical calculations of experimentally-sized nanoparticles in the
10-100 nm range12 is beyond what is practical with DFT. Thus, developing chemically accurate models that simul-
taneously capture the properties of experimentally-sized particles while residing in a computationally tractable size
regime is non-trivial.

The problem is further confounded by difficulties capturing the diverse range of structural features that have been
observed in real nanoparticles in such model systems. Indeed, previous successes in computational modelling of TiO2nanoparticles have largely focused on idealized periodic surfaces5;13, spherical radially symmetric particles14;15, or
Wulff-shaped particles16, which in the case of the anatase of TiO2 is an octahedron composed of eight {101} facets.
While such studies have done much to advance nanostructured TiO2 technologies, the same understanding has yet
to be extended to more complex nanostructures. In particular, particles that are characterized by known low index
facets, yet not at thermodynamically ideal shapes or ratios, and hereby referred to generally as faceted nanoparticles.

Previous research to probe the structure-property relationship of faceted TiO2 nanoparticles has largely been
focused on modifications to ideal Wulff-shaped particles, either truncating or elongating the octahedra to introduce
additional (001) or {010} facets respectively17;18;19;20;21. Many studies have utilized small faceted nanoparticles in-
tended to represent larger surfaces for adsorption studies22;23. With regard to larger clusters, Lundqvuist et al.24
documented the electronic properties and adsorption characteristics of variously shaped anatase nanoclusters with
up to 68 TiO2 units. Using LDA, Wang and Lewis25 were able to study the effect of particle size and dimensions on a
series of faceted particles composed of {101} and (001) facets up to 774 atoms. However, due to the computational
effort required for these studies, the number of cluster shapes that can be studied are limited, and thus it is difficult
to know the extent for which a particular particle model be accurately applied. To gain a better understanding of the
effect of particle morpholgy on calculated properties, Gałyńska and Persson26 successfully mapped the electronic
properties of a set of 34 (TiO2)n clusters, with sizes of anatase nanoparticles up to 122 TiO2 units. Most of these
studies draw conclusions by comparing particles with different numbers of TiO2 units, introducing a confounding
variable when attempting to attach particular properties to specific molecular geometries.
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F IGURE 1 Interplay between chemical and computational choices in building faceted nanoparticle models.

In this work, we extensively explored chemical and computational parameters by mapping the electronic and ge-
ometric properties of several different nanoshapes with identical molecular formulas ranging from 60 to 202 TiO2units and quantifying how different model preparations can affect calculated results to produce models that produce
experimentally relevant properties. We show that perturbation of the nanoparticle crystal away from the cut crys-
tal structure through pre-optimization with classical molecular dynamics simulations (MD) and vacancies of higher-
coordinated Ti atoms can simultaneously lower computational effort, as well as produce a more delocalized electronic
structure, which is critical to represent the band structures of larger experimental nanoparticles.

1.1 | Modeling Faceted Particles

Developing models of faceted nanoparticles, which are characterized by well-defined surfaces not at thermodynam-
ically ideal ratios or shapes, is significantly more complex than for Wulff- or spherically-shaped particles. This is a
multi-pronged challenge, because not only is there a much greater range of chemically valid nanoshapes that must
be considered, there are also numerous modeling choices that must be made for which there is no experimental guid-
ance. Such decisions may lead to vastly different calculated results. Therefore, careful model development like that
presented here is critical to ultimately provide rationale for how to build models for future studies of faceted nanopar-
ticles. In this section, we review the choices that must be made along with the inter-dependence of each of these
choices (Fig. 1).

In general, faceted nanoparticles are created through a top-down approach, which involves carving a particular
nanoparticle from bulk anatase. Particle shape is largely driven by desire to study a specific facet. The three most
experimentally relevant facets for anatase TiO2 are the (001), {101}, {010} facets, although higher index surfaces are
possible27. When creating nanoparticles targeting a particular facet, arbitrary choices regarding the nature of the
facet intersections and ratios between facets is inevitable, and thus must be accounted for when considering results
between varying particles. The number of atoms feasible for quantum mechanical calculation restrict particle sizes
to only a few nm at best, which represent only the smallest nanoparticles measured in experiment. Thus, model
development is further tasked with developing models that are simultaneously small enough to be amenable to DFT
calculation, while being representative of larger systems.
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F IGURE 2 Unoptimized (TiO2)
{101}n (top panel) and (TiO2)

(001)n (bottom panel) nanoparticles.

The relationship between number of atoms comprising a nanoparticle, and emergence of size-dependent proper-
ties is not straightforward. Specifically, the shape of equivalently sized nanoparticles can be a major determinant of
nanoparticle properties. Real nanoparticles are characterized by both bulk-like crystalline cores and localized surface
states. Therefore, budgeting the number of atoms to achieve both core and surface regions is critical for experimen-
tally accurate nanoparticle models. In addition to considering the surface area to volume ratio, consideration must
be made for the size of a particle in an individual dimension, and whether asymmetric particles elongated in a single
dimension, such as nanorods, are computationally preferable to more symmetric ones. In addition, faceted nanopar-
ticles can be of any point group, whereas Wulff particles are d2h and spherical particles are radially symmetric in all
dimensions.

The type and amount of exposed facets produced by carving from the bulk will have a direct impact of stoichiome-
try of the resultant nanoparticle. In general, all nanoparticles other than the ideal octahedralWulff particle will require
removal of Ti atoms in order to achieve Ti/O stoichiometry. Consequently, the choice of which Ti atoms to remove,
and how to handle the resultant dangling singly coordinated O ([1]O) must be considered. Common practice in liter-
ature until this point17;28;29 has been to remove the least coordinated Ti atoms in accordance with thermodynamic
intuition. We find that this approach may not be desirable for all cases. In particular, the least-coordinated atoms
are often at the corners or edges of the nanoparticle. In real systems, these may be the most reactive sites25, and
therefore realistic models of TiO2 catalysis require accurate descriptions of such sites. Furthermore, removal of Ti
atoms from the corner sites tends to result in a higher number of [1]O and their close proximity to each other at the
corner of the nanoparticle may create numerical issues in early self-consistent field (SCF) interations. Alternatively 5-
or 6-coordinated Ti atoms from surface sites could be removed. However, while oxygen vacancies in both bulk30 and
nano-TiO2 31 have been extensively studied, there is little information on Ti vacancies due to their generally high for-
mation energy in bulk systems32. All of these modeling criteria can be regarded as "chemical choices" of the system,
i.e., generation of a molecular geometry possessing desired structural characteristics. Once the chemistry of inter-
est has been determined, the remaining decisions are computational, mainly selecting the appropriate optimization
strategy to obtain a low energy structure representative of the surface geometry and electronic structure of larger
experimental particles.

Geometric optimization of molecular nanostructures represents one of the biggest challenges to the computa-
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F IGURE 3 (TiO2)10160
and (TiO2)00160

prepared by direct (a and d), (NVE)c (b and e), and (NVE)f optimizations (c
and f).

tional community at present. The potential energy surfaces for such structures are very flat and the large number of
atoms makes extensive quantum calculation spanning all possible configurations to find a global minimum impossible.
Numerous techniques have been applied to tackle this issue, such as optimization using genetic algorithms or Monte
Carlo simulations33, however such approaches have not proven effective for larger clusters, and rarely result in a
crystalline enough structure to be considered a faceted nanoparticle. To remove barriers to energy-lowering struc-
tural reconstructions in larger particles simulated annealing has been performed, where the nanoparticle is heated
and cooled using dynamics methods. Such methods utilizing MD or tight-binding DFT methods have been ubiqui-
tous in studying spherical nanoparticles17;34. However, the advantages afforded by such an approach are limited for
faceted nanoparticles in the size range tractable for electronic structure calculations. In particular, this size regime
with faceted surfaces likely represents a meta-stable state. Therefore, as annealing methods would likely produce
amorphous TiO2 at this size, less perturbative methods, like pre-optimization using simple inter-atomic potentials35,
for nanoparticle optimization are needed. However, the complicated choice of optimization method can drastically
change calculated properties36, even if structural deviation is minimal.

For each of these choices there is little experimental intuition to guide different model decisions. This work aims
to develop a general guide for how to access nanoparticles with a large amount of either {101} or (001) facets that
can be used to model larger experimental particles. This is done through a systematic evaluation of a set of inter-
related nanoparticle models that probe systematic size, defects, and optimization strategies. Particles with different
majority facets,sizes, and defects are built and optimized with DFT or MD + DFT. These chemical and computational
choices lead to different geometric and electronic effects. In particular, special considerations must be made to access
particles with a large amount of (001) surface. Throughout the paper, comparisons are made across identically sized
(001) and {101} particles allowing the chemistry of different shaped TiO2 nanoparticles to be directly probed for the
first time.
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2 | PARTICLE MODELS

2.1 | Particle Facets and Size

Faceted TiO2 nanoparticles were generated by carving various nanoshapes from bulk anatase TiO2 (Fig. 2). Nanos-
tructures with large amounts of either {101} or (001) facet and reasonable stoichiometry were selected. A discussion
of particles with a significant amount of {010} facets is presented in Sec. 3.2. These facets comprise much of the
previous research on TiO2 nanostructures and are the three most experimentally relevant surfaces27. The particles
are referred to as either (TiO2)

{101}n or (TiO2)
(001)n depending on the majority facet and where n = number of TiO2units. For both groups, nanoshapes that maximized the amount of the targeted facet were generated, and sets that

possessed a partner in the opposite group with an identical number of TiO2 units are presented here. By selecting
nanoparticles with the same number of TiO2 units but varying shapes, it is possible to isolate facet effects from size
effects, while allowing for discernment between general and facet-specific guidelines for modeling different TiO2 sur-faces. All particles were carved to at least the point group Ci, a feature that eases the DFT optimization procedure.
To refer to the dimensions of the nanoparticles, the coordinate system where the z-axis is the normal of the facet
displaying the largest amount of targeted surface area is adopted.

The most efficient shape maximizing the targeted surface-area to volume ratio is a slab that lacks significant
dimension in the z-direction while maximizing x- and y-dimensions. However, the unique chemistry of nanostructures
arises as a result of the coexistence of delocalized electrons in core bulk-like regions of the nanoparticle interior
with localized states located on the nanoparticle surface, as previously discussed. Indeed, it is well-understood in
periodic plane-wave DFT studies of nanoparticle surfaces that substantial representation of the subsurface region
is necessary to achieve reliable results37;38. Similar effects can be expected for the discrete nanoparticle models
studied here, i.e., all three dimensions must be significantly large while simultaneously limiting the number of atoms
to be computationally tractable. This is systematically tested in the current study to understand whether it is better
to spend the atom budget on developing larger surface areas or core bulk regions. Thus for the {101} particles, we
selected three different particles with different sizes (60, 82, and 112-TiO2 units). Comparing the 60 and 82-unit
particles represents an increase in primarily the x- and y- directions of the slab with dimensions 11 x 17 x 9 Å and 19
x 13 x 9 Å for (TiO2)

{101}
60

and (TiO2)
{101}
82 , respectively. Comparing the 82 and 112 unit particles represents a change

primarily in the z-direction with dimension of 15 x 17 x 13 Å for (TiO2)
{101}
(112) . In the language of periodic slab studies,

the smallest two of these nanoparticles are 3 layers thick, while the larger particle is 4 layers thick. For the (TiO2)
(001)n

particles, particle size is primarily controlled by varying the x-, and y-dimensions to produce particles with 13 x 15 x
8 Å, 9 x 26 x 8 Å and 13 x 26 x 8 Å dimensions for (TiO2)

(001)
60

, (TiO2)
(001)
82 , (TiO2)

(001)
112 respectively. Unoptimized

geometries of each of the carved particles studied in this section are available in Fig. 2. A more thorough discussion
on the effect of number of layers for (TiO2)

(001)n particles is presented in section 3.2.

2.2 | Particle Defects

In the case of the faceted nanoparticles studied here, creation of stoichiometric nanostructures involves deletion
of extra Ti atoms from the anatase surface to create Ti vacancies (VTi). In general, the (TiO2)

(001)n particles require
deletion of more Ti-sites to achieve stoichiometry (Table S1). To test the effect of deleted Ti atom location and
chemistry on the calculated properties and reconstruction, two different sites on each nanoparticle were selected: 3-
coordinated Ti ([3]Ti) atoms at the corners of the nanoparticles at the intersection of two {101} and one (001) surfaces
(red dots in Figs. S1 and S2), and [6]Ti on the {101} surface (blue dots in Figs. S1 and S2). These two locations were
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(a) (c)(b)

F IGURE 4 Optimization energy (a), density (b) and number of [1]O (c) for (TiO2)
{101}n and (TiO2)

(001)nnanoparticles. The gray lines divide the data points by number of TiO2 units. The x-axis labels reference the particle
shape (maj. facet) and number of TiO2 units, n.

chosen as they represent the least and most disruptive locations for Ti vacancies based on typical thermodynamic
intuition, and an intermediate choice would’ve been to delete the [5]Ti from the {101} surface. Each particle was then
subjected to a brief NVE (see definition below) MD simulation followed by a DFT optimization. These particles are
referred to as (NVE)x where x=c or f depending on whether the Ti atoms were removed from the corner or the face,
respectively.

2.3 | Optimization

To perform a comparison of the various methods that have been used to model nanoparticles before, as well as
control howmuch of the potential energy surface is explored, we adopted several different protocols for nanoparticle
optimization. The simplest method here involves directly submitting the cut nanoparticle for DFT optimization. Such
an approach explores the least amount of potential energy landscape associated with a particular guess structure, and
in general, represents the most computationally expensive of the methods utilized here. In particular, these structures
are highly prone to charge sloshing during early SCF cycles, and often require generating an initial guess wavefunction
for the DFT optimization using Hartree-Fock. Applying a random displacement to each atom of up to 0.12 Å in any
direction can lead to marginal improvement in SCF convergence during early iterations. All DFT calculations were
preformed using Gaussian1639 with default settings. The B3LYP exchange-correlation functional40 coupled with the
effective-core potential basis set proposed by Boutelier41, which is of double-zeta quality and provides an 18-core-
electron pseudopotential for Ti atoms was used. This setup has been previously shown to produce acceptable results
for faceted TiO2 nanoparticles24;26. All direct optimizations were performed using particles with corner VTi described
above.

To explore a larger region of the potential energy surface than that afforded by direct optimization, we tested
pre-optimization with MD. A positive side effect of such approaches is that a structure closer to the energetic mini-
mum may be used as the guess geometry for the quantum mechanical optimization, thus possibly reducing the com-
putational cost. Such approaches using MD pre-optimizations to cheapen DFT calculations have been extensively
compared and discussed before35. However, the primary goal of the pre-optimizations in the current work was not
intended to reduce the number of DFT geometry optimization steps by matching the lowest energy structure, but
rather to explore degrees of particle surface reorganization beyond that accessible to the direct optimization with
DFT. The computational savings seen were primarily due to fewer SCF cycles required to reach convergence in early
geometric iterations rather than less DFT optimization steps. As previously discussed, an important trade-off emerges
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(b)(a)

(c) (d)

F IGURE 5 Dipole Moment (a), IP (b), EA and LUMO-HOMO (c) for (TiO2)
{101}n and (TiO2)

(001)n nanoparticles.
The gray lines divide the data points by number of TiO2 units. The x-axis labels reference the particle shape (maj.
facet) and number of TiO2 units, n.

when utilizing such methods to balance energy lowering reconstructions while retaining enough of the morphology
of the cut nanoparticle such that the targeted faceted surface is well-represented.

In order to createminimal perturbation in the structure, each particlewas briefly run in themicro-canoncial ensem-
ble (NVE) that is characterized by constant energy over eachmicrostate. This should relieve the highly strained regions
of the cut nanoparticle without causing too much perturbation to the overall structure. This small pre-optimization
was able to remove the numerical instabilities associated with the direct optimiziation, reducing computational cost
and allowing us to access a wider number of particles that failed to optimize in DFT. These NVE runs were performed
in LAMMPS42 using the Matsui-Akaogi potential43 for TiO2 with a 10 Å cutoff to the coulombic contribution of the
potential. Each particle geometry was first minimized in a non-periodic shrink-wrapped box until the maximum force
on each atom was 1.0x10-3 kcal/mol-Å. This was then followed by a brief 10 ps NVE run with a 0.1 fs timestep. The
resultant structure was then symmeterized to the point group of the original cut particle (Ci) using GaussView44, and
then freely optimized using the DFT method described above. However, unlike the cut particles, symmetry was ap-
plied to the initial guess and enforced during early geometry optimization cycles. In later optimization steps, particles
were permitted to break symmetry.

The most aggressive approach to nanoparticle preparation that should allow exploration the entire nanoparticle
potential energy surface is through simulated annealing. Such methods have largely been applied to generate amor-
phous phases from bulk crystalline solids45;46. To serve as a baseline for complete amorphicity, and thus the direct
opposite of the ideal faceted particles, we additionally heated each of the cut nanoparticles. Annealed particles were
prepared using the same MD potential and timestep as the NVE runs, and started from the NVE output. Each struc-
ture was heated from 800 K to 2000 K in a NVT ensemble over 5 ps. The system was then allowed to evolve for
100 ps at 2000 K, followed by cooling over 10 ps to 300 K. The resultant structure was then submitted for full DFT
optimization as previously described. We subjected each of the nanoparticles in the (001) and {101} groups to all
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{101}

(TiO2)60 (TiO2)82 (TiO2)112

(001)

Annealed

(NVE)f

(NVE)c

Direct

F IGURE 6 DoS for each (TiO2)
{101}n and (TiO2)

(001)n particle studied here.

of these optimization protocols to quantify the balance between ease of optimization and retaining models of the
desired surface. We refer to the nanoparticles resulting from each of these preparations as either directly optimized,
(NVE)c/f, or annealed in order of increasing aggressiveness.

3 | RESULTS & DISCUSSION

3.1 | (001) vs. (101) Nanotitania Models

3.1.1 | Geometric Effects

Optimized geometries for (TiO2)
{101}
60

and (TiO2)
(001)
60

nanoparticles are available in Fig. 3 (optimized geometries for
all (TiO2)

{101}n and (TiO2)
(001)n particles studied here are available in Figs. S1 and S2 respectively). Qualitatively, it is

apparent that there is more disorder for each increasingly aggressive particle preparation. This fact is most exagger-
ated for the (TiO2)

(001)n particles, likely due to the greater instability of the (001) facet19, unstable corner and edge
structures, and highly asymmetric dimensions of these particles. Indeed, many of the (NVE)f (TiO2)

(001)n particles
bear little resemblance to their starting geometries. Conversely, reconstruction in the (TiO2)

{101}n is less dramatic,
with reorganization of the majority of the non-annealed particles being limited to the region surrounding VTi. Even
such qualitative analysis reveals that different computational considerations are necessary depending on the majority
exposed facet and shape.

In general, direct optimization of the nanoparticles results in a higher energy structure opposed to those that
have been treated with any MD method (energy per TiO2 unit: Fig. 4a and Table S2). Among the directly optimized
particles, there is significant energetic differences between same-sized (TiO2)

{101}n and (TiO2)
(001)n of 0.8, 91 eV, and

45 eV for 60-, 82-, and 112-unit particles respectively. The (NVE)c particles retain this trend with energetic separation
between the respectively sized (TiO2)

{101}n and (TiO2)
(001)n 1.9, 3.7, and 15 eV. Both (NVE)f and annealed particles
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Direct

HOMO HOMO

LUMOLUMO

(NVE)f(a) (b)

F IGURE 7 Frontier orbitals for directly optimized (a) and (NVE)f (b) (TiO2)
{101}
82

are less sporadic in the calculated energies. This analysis, combined with lack of significant structural differences
between the directly optimized and (NVE)c particles suggests that preparing particles with (NVE)c may be the ideal
way to achieve models that lack the high-energy corner and edge structures while retaining largely ideal facets and
no homogenization of properties.

It is notable that the most energetically favorable particles studied here are the (NVE)f particles, rather than the
annealed or (NVE)c particles. Previous experimental47 and theoretical17 investigations have suggested approximately
2 nm as a lower limit for favorability of formation of a crystalline core in a model, which is approximately twice the size
of the largest particles studied here. A possible reason for this discrepancy is the the shape of the annealed particles
studied here, which possess similar dimensions of their crystalline counterparts. Most previous studies have focused
on spherically cut annealed particles, which possess amuch lower proportion of destabilizing surface atoms than those
in the current study. A quantification of the sphericity48 of each nanoparticle is available in Fig. S3. An additional
source for this discrepancy could be related to the cooling rate utilized in the MD simulations. It is well-known that
cooling rate will have a direct effect on the calculated geometry34, however a systematic comparison of different
cooling rates is beyond the scope of this work. Additional analysis of the density of each nanoparticle, calculated
from Van der Waals surface of the nanoparticle (with rTi=1.76 Å and rO=0.48 Å) confirms each of the nanoparticles
studied here is far from bulk-like (Fig. 4b) with calculated densities far below the bulk anatase value of 3.90 g/cm3.
Such density lowering has been observed in amorphous particles of approximately 2 nm to have density of lowering
to 3.70 g/cm3 47, indicating that all of these particles do not have significant core regions.

Inspection of reconstruction around the Ti vacancies of the particles reveals a number of dangling [1]O. These
regions may be critical to the electronic properties of the nanoparticle, providing favorable locations for charge lo-
calization. Furthermore, lack of reorganization in this region may lead to the increased energy of directly optimized
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F IGURE 8 Frontier orbitals for directly optimized (a) and (NVE)f (b) (TiO2)
(001)
82

particles. Therefore, the number of [1]O in each optimized particle is quantified (Fig. 4c). In the unoptimized structure,
each corner VTi creates two [1]O, while each face vacancy only results in one. The corner vacant particles (i.e., directly
optimized and (NVE)c) possess a higher number of [1]O. Differences in the structure around VTi between these two
groups can be attributed to the fact that [1]O in the directly optimized particles simply move to occupy the Ti vacancy
location, forming a very sharp approximately 46° O–Ti–O bond angle. In the (NVE)c particles, this under coordinated
oxygen moves towards the neighboring Ti atom. The previous oxygen occupying this position is moved down to co-
ordinate with the next-nearest neighbor Ti atom (Fig. S4). The appearance of the approximately 46° O–Ti–O bond
angle is the only systematic difference apparent in any of the bond length or angle distributions (Figs. S5-7 and Tables
S3-5). The higher values of [1]O in (TiO2)

(001)n particles compared to (TiO2)
{101}n particles of respective size is likely

simply a result of removing more Ti atoms to maintain stoichiometry, which is an additional source of increased reorga-
nization. Coordination statistics for Ti atoms (Fig. S8) show that the majority of species to be [5]Ti. This indicates that
surface Ti atoms are the dominant species, and even the bulkiest (TiO2)

(001)
112 particle studied here is insufficient to

develop a core bulk-like region geometrically. It is notable that with each increasingly aggressive preparation scheme,
the average Ti atom coordination number is decreased, resulting in 5.0, 4.9, 4.8, 4.8 for direct, (NVE)c, (NVE)f and
annealed particles, respectively. Such trends after annealing procedures have been reported previously17, suggesting
that creation of more surface [4]Ti through annealing may be a viable way to increase the reactivity of a nanoparticle.

3.1.2 | Electronic Effects

Among all electronic properties, the dipole moment can potentially give insight into the subtle geometric differences
between the different particle preparations. In terms of practical applications, it is directly relevant for properties such
as nanoparticle aggregation49;50, and has long been considered an indicator of the nature of a nanocrystal model29.
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Fig. 5a shows that generally both (NVE)c/f prepared particles do not possess a substantial dipole moment, with small
exceptions occurring for the 82- and 112-unit particles. This contrasts with the annealed and directly optimized
particles which both possess an increasingly large dipole moment with particle size. We attribute the higher dipole
moment in the former as an effect of electron traps that may form in the amorphous material46. The large dipole
moment in the directly optimized particles is more anomalous as structural deviation from the (NVE)c particles is
minimal. Generally, this can be interpreted as an indication of the formation of localized orbitals around highly unstable
surface structures. Indeed, if such is the case then the (NVE)c preparation is producing a more bulk-like particle than
that of the directly optimized. Further characterization of the electronic structure is carried out in the context of
Koopmans’ Theorem, which allows extraction from DFT parameters that can be directly measured by experiment.
Specifically, the ionization potential (IP) and electron affinity (EA) are defined as:

I P = −EHOMO , EA = −ELUMO

Although due to the well-known "band-gap" problem of DFT, quantitative agreement between the values calculated
here and past experimental results should be interpreted with caution. The directly optimized particles predict a
wide range of IPs varying over approximately 3 eV, reaching a minimum with the (TiO2)

(001)
82 (Table S6). The (NVE)c/f

and annealed particles do not show this same variation, and produce much better agreement with IP calculated in
previous DFT studies28;26. There is similar variation among the different preparation methods in the plot of EA.
However, unlike in the IP values, (NVE)c prepared particles do a better job at reproducing the trend calculated for
the directly optimized particles. Specifically, there is a large difference between the directly optimized (TiO2)

{101}n
and (TiO2)

(001)n particles of 0.5, 1.3, 1.0 eV for n = 60, 82, and 112 units, respectively. The (NVE)c prepared particles
predict separation of 0.8 and 1.1 eV for (TiO2)

{101}
82 with (TiO2)

(001)
82 and (TiO2)

{101}
112 with (TiO2)

(001)
112 , respectively

(Table S7). These patterns in IP and EA naturally manifest in the LUMO-HOMO gaps, which perhaps provide the best
insight into different electronic characteristics among the different preparations. This value is quite erratic for the
directly optimized particles, reaching near metallicity for the (TiO2)

(001)
82 particle (Table S8). Previous DFT calculations

have predicted similar results for comparably shaped nanostructures, such as the nanoribbons studied by Lino et al.51
However, this is a critical sign that direct optimization of nanoparticles in a computationally tractable size range is
insufficient for preparing nanoparticlemodels representative of larger structures. Across the (NVE)c prepared particles,
(TiO2)

{101}n particles in general predict a smaller LUMO-HOMO gap than respectively sized (TiO2)
(001)n particles. The

facet-dependence of LUMO-HOMO gap is mostly removed for the (NVE)f and annealed particles, however the latter
continues to predict an approximately 0.4 eV larger LUMO-HOMO gap.

For further insight into nature of the band edges, the Inverse Participation Ratio (IPR) is calculated for each orbital.
This metric has been commonly employed to investigate amorphous materials in planewave DFT calculations46, and
can be regarded as a measure of the localization of a particular molecular orbital. We adapt the IPR to the suit the
atom-centered basis set employed in the current study for the ith molecular orbital ψi as:

I P R (ψi ) =
φ4
j

(ψ2
i
)2

Where φj is the sum of absolute values of the basis set coefficients contributed by the jth atom and ψi is calculated
by the sum of the absolulte values of all the basis set coefficents of the particle molecular orbital. Therefore, a higher
value in the IPR plot indicates a greater degree of density localization, with a value of one meaning that the entire
Kohn-Sham orbital is contributed by the basis set of a single atom. Such an analysis allows quantitative identification
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F IGURE 9 Larger (TiO2)
(001)n and (TiO2)

(001)/{010}n optimized particles. The former are characterized by an
increase in the exposed (001) surface area, while the latter are characterized by increased bulk regions.

of the nature of frontier orbital and intra-bandgap defect states.
The results from the IPR analysis (Fig. S9) reflect the erratic nature of the orbital energy trends (Fig. 5). The

large decrease in the ionization potential for the directly optimized particles is caused by a number of highly localized
defect states in the band gap. States of this nature comprise HOMO and LUMO for the large 82- and 112-unit
particles, indicating that removal of such states cannot be accomplished simply by increasing particle size. These
states lead to significant disruption of the defined valence and conduction bands, clearly evidenced in the density of
states profile (DoS) (Fig. 6). In general, both (NVE)c and (NVE)f preparations help in some degree to remove these intra-
bandgap defect states. However, particles with the (NVE)c preparation still show some propensity for formation of
localized states on the edge of the valence band, particularly notable in the (TiO2)

(001)
82 and (TiO2)

(001)
112 particles. The

more disordered structures created by annealing and (NVE)f preparation result in more delocalized bulk-like electronic
structures.

Frontier molecular orbitals (all particles and optimizationmethods are available in SI, Figs. S16-39) confirm the IPR
analysis of the nature of intra-band and band edge states. Interestingly, when the direct optimization procedure pre-
dicts a significantly delocalized electronic structure, the (NVE)c/f preparations do little to change the locations of the
frontier orbitals. Rather, the location of frontier orbitals appear to depend largely on facet intersections cut into the
original structure. However, in the cases where direct optimization predicts numerous intra-band gap defect states,
(NVE)c/f can drastically change the nature of the frontier orbitals. For example, the density in the directly optimized
(TiO2)

{101}
82 (Fig. 7a) is largely focused on the edges of the nanoparticle at the {101}|{101} facet intersection. These

intra-band gap defect states are largely composed of highly localized Ti d orbitals on the nanoparticle surface. The
(NVE)f (TiO2)

{101}
82 (Fig. 7b) conversely shows much more delocalization of the frontier orbitals, with large regions of

density of the edges of the nanoparticle. Thus, the extensive reconstruction induced by (NVE)f preparation is success-
ful at removing many of these defect states allowing some of the density to shift to the core of the nanoparticle. A
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similar effect is observed in the directly optimized and (NVE)f (TiO2)
(001)
82 particle (Fig. 8a and b). However, it is critical

to note the amount of reconstruction required to achieve a substantially delocalized electronic structure in this parti-
cle. In such cases, the geometric changes likely render the surfaces unrepresentative of the target facet. Therefore,
the next section discusses alternative nanoparticle morphologies with large regions of (001) facet in order to study
particles that possess a substantially delocalized electronic structure without high degrees of surface reorganization.

3.2 | Mitigating reconstruction for (001) particles

There are two ways to alter the amount of reconstruction of the (001) surface by modification of the morphology of
the particle (Fig. 9). The first involves increasing the number of "subsurface" layers in the z-dimension. This is similar
to the approach used in planewave calculations of TiO2 surfaces where one of the relevant structural parameters is
the thickness of the slab. In doing so, additional facets are introduced to the nanoparticle, but the area spanned by the
(001) surface is unchanged. We created two of these particleswith 126- and 176-TiO2 units and dimensions of 15 x 15
x 12 Å and 15 x 15 x 17 Å with 6 and 8 layers, respectively. These particles are named (TiO2)

(001)/{010}n to emphasize
the creation of an additional facet. An alternative approach is to maintain the slab thickness in the z-direction, and
increase the area of the (001) surface in x- and y-dimensions, as was done with the (TiO2)

(001)
60

, (TiO2)
(001)
82 , and

(TiO2)
(001)
112 particles. Additional particles with sizes 13 x 34 x 8 Å, 23 x 23 x 8 Å, 26 x 23 x 8 Å and 156-, 176-,

and 202-TiO2 units, respectively, were created. Both methods result in a significant increase in the number of atoms.
Comparing both methods will allow the most efficient way to model (001) majority particles with least computational
expense to be determined. All particles were prepared with the (NVE)f protocol, with the exception of (TiO2)

(001)
176which possess corner vacancies as opposed to face vacancies. Due to the large sizes of the nanoparticles considered

in this section and thus large separation of VTi, the corner vacancies have a reduced effect on the properties.
To quantify the amount of geometric reconstruction of the (001) facet, the Ti–O–Ti bond angles were measured,

as these are the primary reconstruction seen on the (001) surface, as opposed to distortion of individual Ti–O octa-
hedra, which would be detectable in the Ti–O bond lengths or O–Ti–O bond angles. The ideal (001) anatase surface
would possess a single O–Ti–O bond angle peak at approximately 156°. For the (TiO2)

(001)n particles, this bond angle
distribution is fairly constant (purple lines in Fig. 10a) as particle size increases. However, none of the particles cap-
ture a single peak. For the (TiO2)

(001)/{010}n (orange lines in Fig. 9a) particles, the 176-unit particle shows two very
sharp peaks at approximately 125° and 140°. The significant decrease in the Ti–O–Ti angle in all samples compared
to the ideal crystal value is due to arching of the bridging O upwards on the surfaces. The sharpness of the peaks
in the (TiO2)

(001)/{010}n particles compared to the (TiO2)
(001)n particles that indicates that increasing the number of

subsurface layers is a more efficient way of reducing (001) surface reconstruction and preparing particles with large
regions of this facet.

The LUMO-HOMO gap for the two (TiO2)
(001)/{010}n particles is fairly consistent at 4.4 eV (Fig. 10b). There is

a reduction in the LUMO-HOMO gap for the (TiO2)
(001)n particles that gradually converged to the (TiO2)

(001)/{010}n
value, calculated at 3.4 eV, 4.2 eV and 4.3 eV for (TiO2)

(001)
156

, (TiO2)
(001)
176

, (TiO2)
(001)
202 , respectively. The DoS (Fig.

10c) shows that this reduction of band gap is related to bleeding of the valence band edge in the(TiO2)
(001)
156

and
(TiO2)

(001)
176

, which eventually disappears as the band gap approaches its limit. There is also significant red-shifting
of the valence band edge in the (TiO2)

(001)n particles. The IPR analysis does not predict significant differences in the
nature of the orbitals comprising the band edges (Fig. S10). However, for (TiO2)

(001)/{010}
126

, HOMO is located on
the {010} surface O 2p orbitals, while LUMO is delocalized in the subsurface layer below the (001) facet (Fig. S11).
Conversely, the HOMO for the (TiO2)

(001)/{010}
176

particle is located in the nanoparticle core and the LUMO is a defect
state that occurs on the (001)/{010} intersection (Fig. S12). Conversely for the slabs, HOMOs localize along the edges
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F IGURE 10 Ti–O–Ti bond angles of the (001) surface (a), LUMO-HOMO gap (b) and DoS (c) for larger
(TiO2)

(001)n and (TiO2)
(001)/{010}n particles.

or corners on the surface layer for each of the particles studied here, while LUMOs localize in a similar area, but in the
subsurface layer of the nanocrystal (Figs. S13-15). Thus, generating particles with core bulk-like regions as opposed
to large surface areas is more efficient for generating a more delocalized electronic structure.

4 | CONCLUSION

Overall, this research demonstrates the care that must be taken when designing oxide nanoparticle models. By per-
forming full quantum chemical optimization and characterization on a range of structurally inter-related nanoparticles,
this research provides rationale behind selecting various design choices, including particle shape, size, defects, and
optimization procedure, for particle models. These design principles are only generalizable due to the removal of con-
founding variables like chemical formula and shape. This is the first direct study of size and shape on TiO2 nanoparticleproperties. Taken altogether, the results of the energetic, geometric, and electronic analysis indicate that the (NVE)f
preparations balance maintaining the geometric characteristics of experimental faceted particles, while removing high
energy surface reconstructions that result in difficult optimization, and thus providing a reasonable electronic struc-
ture and more thermodynamically favorable particle.

Specifically, for the (TiO2)
{101}n particles, direct optimization with DFT leads to highly strained surfaces that are

responsible for the large number of defect states found in the DoS and IPR analysis, making them unrepresentative of
experimentally sized systems. Pre-optimization that allows traversal of more of the potential energy surface than DFT
optimization alone is needed to push a cut structure away from a strained local minima to a more useful structure.
Interestingly, the (NVE)f preparation produces more bulk-like and energetically favorable particles than (NVE)c in the
(TiO2)

{101}n particles without approaching amorphous behavior, in contrast to current practice in model design to
remove the least coordinated Ti atoms first. However, for (NVE)f particles properties like the LUMO-HOMO gap
begin to show convergence for differently shaped nanoparticles, indicating that this preparation removes property-
defining structural features. There appears to be little effect on the size and surface-bulk ratio when comparing among
(TiO2)

{101}
60

,(TiO2)
{101}
82 ,(TiO2)

{101}
112 , which suggests that larger {101}-majority nanoparticles may not be necessary to

produce results that can be safely extrapolated to experimentally-sized particles.
The same modeling criteria is not entirely extendable to the (TiO2)

(001)n set of particles. Indeed, direct optimiza-
tions of such particles are more highly prone to unphysical disruption of the electronic properties, as clearly demon-
strated with the (TiO2)

(001)
82 particle. The (NVE)c optimization is moderately successful at mitigating such bleeding of

defined band edges, however they continue to be a misrepresentation of expected orbitals for larger nanoparticles
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with large (001) regions. The more aggressive (NVE)f procedure that was most successful in mitigating the formation
of these states in the (TiO2)

{101}n particles is also problematic as it leads to so much reconstruction in these particles
that they are longer geometrically representative the targeted surface. This also renders the particles unsuitable to
model experimentally-sized nanoparticles. We showed that the most efficient way to mitigate these types of recon-
struction is by generating particles with core bulk-like regions, opposed to increase the surface area of the particle.
Specifically, a 202-unit (001) majority particle was required to approach by the (TiO2)

(001)/{010}
126

particle.
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