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Abstract

In this paper, we propose a new nonuniform mesh method to simulate acoustic scattering problems in two dimensional periodic

structures with non-periodic incident fields numerically. As existing methods are difficult to extend to higher dimensions, we

have designed the new method with such extensions in mind. With the help of the Floquet-Bloch transform, the solution to

the original scattering problem is written as an integral of a family of quasi-periodic problems. These are defined in bounded

domains for each value of the Floquet parameter which varies in a bounded interval. The key step in our method is the numerical

approximation of the integral by a quadrature rule adapted to the regularity of the family of quasi-periodic solutions. We design

a nonuniform mesh with a Gaussian quadrature rule applied on each subinterval. We prove that the numerical method converges

exponentially with respect to both the number of subintervals and the number of Gaussian quadrature points. Some numerical

experiments are provided to illustrate the results.

1



A nonuniform mesh method in the Floquet parameter domain

for wave scattered by periodic surfaces

Tilo Arens∗ Ruming Zhang†

Abstract

In this paper, we propose a new nonuniform mesh method to simulate acoustic scattering prob-
lems in two dimensional periodic structures with non-periodic incident fields numerically. As existing
methods are difficult to extend to higher dimensions, we have designed the new method with such
extensions in mind. With the help of the Floquet-Bloch transform, the solution to the original scat-
tering problem is written as an integral of a family of quasi-periodic problems. These are defined in
bounded domains for each value of the Floquet parameter which varies in a bounded interval. The
key step in our method is the numerical approximation of the integral by a quadrature rule adapted
to the regularity of the family of quasi-periodic solutions. We design a nonuniform mesh with a
Gaussian quadrature rule applied on each subinterval. We prove that the numerical method con-
verges exponentially with respect to both the number of subintervals and the number of Gaussian
quadrature points. Some numerical experiments are provided to illustrate the results.

1 Introduction

Wave propagating in periodic structures has been a challenging and interesting topic in both theoretical
analysis and numerical simulations for the past decades. For quasi-periodic incident fields, there is
a well-established framework (see [1, 2, 4–10, 15–17, 20, 31, 33, 34] for 2D and 3D acoustic, elastic and
electromagnetic waves) to reduce the problem to a bounded domain. However, when the incident field
is non-periodic, this approach no longer works, requiring much more sophisticated tools to tackle the
problem.

One possible approach is to apply techniques available for rough surface scattering. The basis is
provided by an analysis of variational formulations for such problems in weighted Sobolev spaces [11,12].
Possible numerical approaches include the integral equation method as studied in [3, 13, 19, 21, 27, 29]
for the Helmholtz equation in two dimensions and [28] for the full Maxwell system in three dimensions.
Alternatively, the finite section method also provides a convergent algorithm to approximate the original
problem by a bounded one, see [11, 13, 30] for its applications in both boundary integral equations and
finite element methods.

The principal drawback of this approach is the loss of all information and structure relying on the
periodic nature of the scatterer. A powerful tool to exploit such structure is provided by the Floquet-
Bloch transform, and efficient numerical methods have been developed based on this transform.

For example, penetrable periodic media are considered in [14,18], for scattering by periodic surfaces
we refer to [23–25]. Note that the approach has also been extended to the three dimensional bi-periodic
surfaces in [26]. The method is proved to be convergent for 2D cases in [24, 25], but for 3D cases,
convergence proofs are available only for some special situations in [26].

After application of the Floquet-Bloch transform, the problem is reduced to solving a family of fully
quasi-periodic problems for a range of the Floquet parameter. The solution of the original problem is

∗Institute for Applied and Numerical mathematics, Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany;
tilo.arens@kit.edu
†Institute for Applied and Numerical mathematics, Karlsruhe Institute of Technolog (KIT), Karlsruhe, Germany;

ruming.zhang@kit.edu
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obtained by inverting this transform. Although, numerically, this amounts to the approximate evaluation
of an integral, it nevertheless proves to be a challenging task due to the presence of singularities.

Based on a detailed study of the regularity of the integrand, a high order method has been developed
for 2D cases in [35], achieving any algebraic order of convergence. However, this scheme cannot easily
be extended to the 3D case due to the complicated structure of the singularities. This has motivated
the research presented in this paper, in which we design a new nonuniform mesh method for the 2D
case, which is much more readily extendable to 3D cases.

Based on the singularities of the quasi-periodic solution with respect to the Floquet parameter, we
first generate graded meshes in the integration interval, and then apply Gaussian quadrature rule in each
sub-interval. The convergence analysis is based on bounds for analytic extensions of the solutions of the
quasi-periodic problems with respect to the Floquet parameter. We prove exponential convergence with
respect to both the number of graded mesh points and the number of Gaussian nodal points in each
subinterval. These estimates are then coupled to error-estimates for the finite element method used to
solve each quasi-periodic problem. Finally we give some numerical examples to illustrate our theoretical
results.

The rest of this paper is organized as follows. The mathematical model is introduced in Section 2
and the Floquet-Bloch transform is reviewed in Section 3. Then we discuss the analytic extension of
quasi-periodic solutions with respect to the Floquet parameter in Section 4. In Section 5, nonuniform
meshes are designed for definite integrals with square root singularities. With the results in Section 4,
we prove exponential convergence of the numerical method, and also give some numerical experiments
in the last section.

2 Mathematical model of scattering problems

We consider the propagation of time-harmonic waves in the two-dimensional domain Ω bounded from
below by the curve Γ given as the graph of a 2π-periodic function ζ, i.e.

Ω =
{

(x1, x2) : x1 ∈ R , x2 > ζ(x1)
}
, Γ =

{
(x1, ζ(x1)) : x1 ∈ R

}
.

The total field u is assumed to satisfy the Helmholtz equation for some positive wave number k,

∆u+ k2 u = 0 in Ω (1)

and to satisfy a Dirichlet boundary condition

u = 0 on Γ . (2)

As is usual, the total field is split into the given incident field and the unknown scattered field, u = ui+us.
A suitable radiation condition must be imposed on the scattered field to ensure uniqueness and existence
of solution, and this requires some additional definitions. For detailed derivations and proofs of the
statements made below we refer to [11,12].

Let H > maxt∈R{ζ(t)} and ΓH := R × {H} be a straight horizontal line above Γ. Let ΩH be the
periodic strip between Γ and ΓH . For a visualization of the geometric setting we refer to Figure 1.

The appropriate spaces for solutions of such a rough surface scattering problem are horizontally
weighted Sobolev spaces. Let Hs(ΩH) and Hs

loc(ΩH) denote the standard Sobolev spaces with real
exponent s. For any r ∈ R, let the weighted space Hs

R(ΩH) be defined by

Hs
r (ΩH) :=

{
ϕ ∈ Hs

loc(ΩH) : (1 + x2
1)r/sϕ(x1, x2) ∈ Hs(ΩH)

}
.

To accomodate the Dirichlet boundary condition, we also define

H̃1
r (ΩH) :=

{
ϕ ∈ H1

r (ΩH) : ϕ
∣∣
Γ

= 0
}
.

2



Figure 1: Periodic structure.

To guarantee that the scattered field us propagates upwards, we require that us satisfies the following
radiation condition:

us(x1, x2) =
1√
2π

∫
R

eix1ξ+i
√
k2−ξ2(x2−H) ûs(ξ,H) dξ , x2 > H, (3)

where the square root takes non-negative real- and imaginary parts, ûs(ξ,H) is the Fourier transform of
us(·, H). This condition is also known as the spectral amplitude representation and formally expresses the
scattered field as a linear superposition of plane upward-propagating and evanescent waves. Detailed
arguments on why and in what sense the expression on the right hand side of (3) makes sense for
us ∈ H1

r (ΩH) for all |r| < 1 are given in [11]. Combining (3) with the Neumann trace operator on ΓH
gives rise to the Dirichlet-to-Neumann map T+ : H

1/2
r (ΓH)→ H

−1/2
r (ΓH),

(T+ϕ)(x1) = i

∫
R

√
k2 − ξ2 eix1ξ ϕ̂(ξ) dξ , where ϕ(x1) =

∫
R

eix1ξ ϕ̂(ξ) dξ .

With these definitions, we are able to formulate the scattering problem under consideration: Given
an incident field ui ∈ H1

r (ΩH), where |r| < 1, find u ∈ H̃1
r (ΩH) such that u satisfies the Helmholtz

equation (1) in ΩH in the weak sense and the boundary condition

∂u

∂x2
− T+u =

∂ui

∂x2
− T+ui =: f in H−1/2

r (ΓH) .. (4)

Explicitly, the weak form of this scattering problem is the following variational formulation: given

f ∈ H−1/2
r (ΓH), where |r| < 1, find u ∈ H̃1

r (ΩH) such that∫
ΩH

[
∇u · ∇ϕ− k2uϕ

]
dx −

∫
ΓH

T+
(
u
∣∣
ΓH

)
ϕds =

∫
ΓH

fϕds (5)

for all ϕ ∈ H̃1
−r(ΩH).

Theorem 1 ( [11]). For any |r| < 1, given f ∈ H−1/2
r (ΓH), there is a unique solution u ∈ H̃1

r (ΩH) of
the problem (5).

Remark 2. In this paper, we only consider scattering problems with Dirichlet boundary condition on
Γ. However, the method can also extended to other boundary conditions (e.g., impedance boundary
conditions) or penetrable inhomogeneous media.

3 Floquet-Bloch transformed field and the regularity

In this section, we recall the definition and some properties of the Floquet-Bloch transform, and apply it
to the solution of the original problem (5). Finally, we introduce the regularity result of the transformed
field. For details we refer to [22,35].

3



3.1 The Floquet-Bloch transform

We define the Floquet-Bloch transform of ϕ ∈ C∞0 (ΩH) as

(Jϕ)(α, x) =
∑
j∈Z

ϕ(x1 + 2πj, x2)e−iα(x1+2πj),

where α ∈ (−1/2, 1/2] (called Floquet parameter) and x ∈ Ω2π
H := ΩH ∩ [−π, π]×R (see Figure 1). The

domain Γ2π
H is defined in a similar way. As ϕ has a compact support, the transform is well-defined for

α ∈ (−1/2, 1/2] and x ∈ Ω2π
H . It is also easy to check that when α is fixed, (Jϕ)(α, ·) is 2π-periodic in

x1, i.e.,

(Jϕ)

(
α,

(
x1 + 2π
x2

))
= (Jϕ)(α, x).

Moreover, eiαx1w(α, x) is 1-periodic in α for fixed x.
To introduce properties of the Bloch transform, we define the space Hm

(
(−1/2, 1/2];Hs(Ω2π

H )
)

(m ∈ N) equipped with the norm:

‖ϕ‖Hm((−1/2,1/2];Hs(Ω2π
H )) :=

[
m∑
`=0

∫ 1/2

−1/2

∥∥∂`αϕ(α, ·)
∥∥2

Hs(Ω2π
H )

dα

]2

.

This definition is extended to any real number r by interpolation and duality arguments. We also define
the subspace Hr

(
(−1/2, 1/2];Hs

per(Ω
2π
H )
)

that contains functions which are 2π-periodic with respect to
x1 with fixed α. We conclude our overview of the properties of the Floquet-Bloch transform with the
following theorem.

Theorem 3 (Theorem 8, [22]). The transform J is extended to an isomorphism between Hs
r (ΩH) and

Hr
(
(−1/2, 1/2];Hs

per(Ω
Λ
H)
)

for any s, r ∈ R.

(
J−1w

)
(x) =

∫ 1/2

−1/2

w(α, x)eiαx1 dα , x ∈ ΩH .

When s = r = 0, J is an isometry with its inverse and J−1 = J ∗.

3.2 Bloch transformed field and regularity

Following the process in [22, 25], we apply the Floquet-Bloch transform to the total field u, then
w(α, x) := (J u)(α, x) satisfies the following variational equation with the test function ψ(α, x) =
(Jϕ)(α, x) (see equation (29) in [25]):∫ 1/2

−1/2

aα(w(α, ·), ψ(α, ·)) dα =

∫ 1/2

−1/2

∫
Γ2π
H

F (α, ·)ψ(α, ·) ds dα . (6)

where

aα(ξ, η) =

∫
Ω2π
H

[
∇ξ · ∇η − 2iα

∂ξ

∂x1
η + (α2 − k2)ξη

]
dx −

∫
Γ2π
H

T+
α

[
ξ
∣∣
Γ2π
H

]
η ds ,

F (α, x) = (J f)(α, x) .

and T+
α is the periodic Dirichlet-to-Neumann map with index α from H

1/2
per (Γ2π

H ) to H
−1/2
per (Γ2π

H ). It has
the following form:

(T+
α ϕ)(x1) = i

∑
j∈Z

√
k2 − (α+ j)2ϕ̂(j)eijx1 where ϕ(x1) =

∑
j∈Z

ϕ̂(j)eijx1 .

From the equivalence between (5) and (6), we have the following results. For proofs we refer to
[22,24,25].
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Theorem 4. Given f ∈ H
−1/2
r (ΓH) for |r| < 1, the variational problem (6) is uniquely solvable in

Hr
(

(−1/2, 1/2]; H̃1
per(Ω

2π
H )
)

. Moreover,

1. when f ∈ H1/2
r (ΓH) and ζ ∈ C2,1, w ∈ Hr

(
(−1/2, 1/2]; H̃2

per(Ω
2π
H )
)

and u ∈ H2
r (ΩH);

2. when f ∈ H−1/2
r (ΓH) for r ∈ (1/2, 1), then w ∈ L2

(
(−1/2, 1/2]; H̃1

per(Ω
2π
H )
)

equivalently satisfies

aα(w(α, ·), ϕ) =

∫
Γ2π
H

F (α, ·)ϕds (7)

for any α ∈ (−1/2, 1/2] and ϕ ∈ H̃1
per(Ω

2π
H ).

In particular for numerical applications, it is important to have a more detailed understanding of
the regularity properties of w(α, x) with respect to the Floquet parameter α. Before the study of these
properties, we first introduce the following notations and spaces. For any fixed positive wavenumber k,
let

k := min{|n− k| : n ∈ Z}.
From 1-periodicity of eiαx1w(α, x) with respect to α, the inverse Bloch transform (see Theorem 3) is
written equivalently as (

J−1w
)

(x) =

∫ 1−k

−k
w(α, x) eiαx1 dα , x ∈ ΩH .

Let
E := {α ∈ [−k, 1− k] : |n− α| = k for some n ∈ Z} .

Then. from direct calculation,

E =

{
{−k, 1− k}, when k = n/2 for some n ∈ N+;

{−k, k, 1− k}, otherwise.

This implies that E contains the boundary of [−k, 1− k], and may also contain a point in the interior
this interval.

The formulation of the regularity properties of the Bloch transformed field requires some appropriate
function spaces. Let I ⊂ R denote a bounded open interval, D ⊂ R2 a bounded domain, and S(D) a
Sobolev space independent of α of functions defined in D. First, define a space of functions that depend
analytically on α:

Cω(I, S(D)) :=

{
ϕ ∈ D′(I ×D) : ∀α0 ∈ I, ∃ δ > 0, s.t., ∀α ∈ (α0 − δ, α0 + δ) ∩ I,

∃C > 0, ϕn ∈ S(D), s.t., ϕ(α, x) =

∞∑
n=0

(α− α0)nϕn(x), ‖ϕn‖S(D) ≤ Cn
}
,

where D′(I ×D) is the space of distributions on I ×D. Also, let the subspace of functions that are
Cn-continuous with respect to α be defined as:

Cn(I, S(D)) :=

{
ϕ ∈ D′(I ×D) : ∀α ∈ I, j = 0, 1, . . . , n,

∂jϕ(α, ·)
∂αj

∈ S(D),

moreover,

∥∥∥∥∂jϕ(α, ·)
∂αj

∥∥∥∥
S(D)

is uniformly bounded for α ∈ I

}
.

The regularity of the Bloch transformed field can be characterized through two properties that we here
formulate for a function ϕ ∈ C0(I;S(D)):

5



1. For any subinterval I0 ⊂ I \ E, ϕ ∈ Cω(I0;S(D)).

2. For any α0 ∈ I ∩E, there is a sufficiently small δ > 0 and a pair ϕ1, ϕ2 ∈ Cω(I0;S(D)) such that

ϕ(α, ·) = ϕ1(α, ·) +
√
α− α0 ϕ2(α, ·),

where I0 = (α0 − δ, α0 + δ) ∩ I.

The space of functions that satisfies both these properties will be denoted as

Aω(I;S(D);E) :=
{
ϕ ∈ C0(I;S(D)) : ϕ satisfies condition 1 and 2

}
.

With the help of all these definitions, the regularity of the Bloch transformed field w(α, x) can now
be stated in the following theorem. For a proof we refer to Theorem 16 in [35].

Theorem 5. Given any f ∈ H−1/2
r (ΓH) such that J f = F ∈ Bω

(
(−k, 1− k];H

−1/2
per (Γ2π

H );E
)

where

r ∈ (1/2, 1), then the transformed solution J u = w ∈ Aω
(

(−k, 1− k]; H̃1
per(Ω

2π
H );E

)
. Moreover, if

f ∈ H1/2
r (ΓH) and ζ ∈ C2,1(R), w ∈ Aω

(
(−k, 1− k]; H̃2

per(Ω
2π
H );E

)
.

From Theorem 5, the transformed field w(α, ·) has only a finite number of square-root singularities.
As w(α, ·) can be readily computed by well-established methods, the only difficulty is to approximate the
inverse Bloch transform. Note that although in [35], one of the authors has proposed a highly efficient
numerical method for the approximation, it is extremely difficult to extend this approach to scattering
problems with bi-periodic structures in three dimensional space. With the ultimate goal of such an
extension in mind, we introduce a nonuniform mesh method for the numerical approximation below.
The estimation of quadrature errors arising in this method relies on bounds of analytic extensions of
ϕ1 and ϕ2 in property 2 in the complex plane with respect to α. Thus, before the introduction to the
adaptive method, we have to investigate the extension of the solutions to a neighbourhood of (−k, 1−k]
in C.

4 Extension to complex quasi-periodicities

The convergence analysis of our method of inversion for the Floquet-Bloch transform relies on estimates
for analytic extensions with respect to α of the solution w(α, ·) of the quasi-periodic problem. It is
the goal of this section to characterize complex neighborhoods of the real axis to which w(α, ·) may
be extended analytically and to provide estimates for these extensions. Our approach is, first, to
precisely define analytic extensions of the variational formulation and of the corresponding operators
and, secondly, to estimate the difference between these operators and their counterparts for real α
for small deviations from the real axis. From these results, standard perturbation theory will yield
analyticity of the solution w(α, ·) as well as the required bounds.

To simplify our estimates, let us slightly modify the spaces. Denote by V per
H the space H̃1

per(Ω
2π
H )

with the norm replaced by

‖ϕ‖V per
H

:=

[∫
Ω2π
H

[
|∇ϕ|2 + k2|ϕ|2

]
dx

]1/2

.

Let the norm in Hs
per(Γ

2π
H ) be defined by

‖ϕ‖Hsper(Γ
2π
H ) =

∑
j∈Z

(k2 + j2)s
∣∣ϕ̂j∣∣2

1/2

.

6



As the sesquilinear form aα(·, ·) is well defined in V per
H × V per

H , from Riesz’s Lemma, there is a Bα :
V per
H → (V per

H )
∗

such that
aα(ϕ,ψ) = 〈Bαϕ,ψ〉 ,

where ϕ,ψ ∈ V per
H and 〈·, ·〉 denotes the extension of the L2(Ω2π

H ) inner product to the (V per
H )

∗
-V per
H

duality. Moreover, let F (α, ·) ∈ H−1/2
per (Γ2π

H ).
Let δ denote a small complex number, and Dδ,α the perturbation of Bα obtained from replacing α

by α+ iδ, i.e.

〈(Bα +Dδ,α) v, ϕ〉 =

∫
Ω2π
H

[
∇v · ∇ϕ− 2i (α+ iδ)

∂v

∂x1
ϕ+ ((α+ iδ)2 − k2) v ϕ

]
dx −

∫
Γ2π
H

T+
α+iδv ϕ dx .

(8)
For the moment, we consider T+

α+iδ as a formal symbol only, a precise definition of this operator will be
given below. A direct calculation shows

〈Dδ,αv, ϕ〉 =

∫
Ω2π
H

[
2δ

∂v

∂x1
ϕ+ (2iαδ − δ2) v ϕ

]
dx −

∫
Γ2π
H

[
T+
α+iδ − T

+
α

]
v ϕ ds . (9)

Obviously, the first integral depends analytically on δ in all of C. Thus we only need to investigate the
analytic extension of the operator T+

α which involves a countable number of functions with square-root
singularities. As T+

α is real analytic in (−k, 1 − k] except for the finite set E, we extend the operator
also analytically in the neighbourhood of (−k, 1−k] except for a finite number of vertical lines {α0}×R,
where α0 ∈ E.

To this end, we redefine the square root operator “
√

” as follows.

Definition 6. For any z ∈ C \ {0}, there is a unique representation such that

z = reiθ, r = |z| > 0 , θ ∈
(
−π

2
,

3π

2

]
.

Define
√
z =

√
reiθ/2, where

√
r denotes the usual square root for a positive real number. Moreover,

when z = 0,
√
z = 0.

Via Definition 6, the square root function is analytically extended to the complex plane except
for the negative imaginary axis. Thus for each term in the formal expression for T+

α+iδ, the map

δ 7→
√
k2 − (α+ j + iδ)2 is real analytic in R when |α+ j| 6= k.

Consider now the analytic extension of the terms in the definition of the operator T+
α . Let

A1 = (−k, k), A2 = (k, 1− k) . (10)

Note that if k = 0, A1 = ∅ while when k = 1/2, A2 = ∅; while neither is empty otherwise. The
observations above show that for each j ∈ Z, the function δ 7→

√
k2 − (α+ j + iδ)2 is analytic in the

strips Am + iR, m = 1, 2. We will show in Theorem 9 below that the series over all these terms indeed
converges and bound its difference from T+

α . Before we can establish this result, however, we require
two technical estimates for these square roots terms.

Lemma 7. For any α ∈ Am, m = 1, 2, δ ∈ R and j ∈ Z,∣∣∣√(α+ j + iδ)2 − k2 −
√

(α+ j)2 − k2
∣∣∣ ≤ |δ|

2
∣∣∣√k2 − (α+ j)2

∣∣∣
(

max{k, |α+ j|}+
|δ|2

4 |α+ j − k|

)
.

(11)

Proof. From Definition 6, we have for x ∈ R \ {0} and y ∈ R that∣∣∣√x+ iy +
√
x
∣∣∣ = |
√
x|
∣∣∣∣1 +

√
1 + i

y

x

∣∣∣∣ ≥ 2 |
√
x| .

7



Hence, by an elementary calculation, we obtain for α ∈ Am that∣∣√(α+ j + iδ)2 − k2 −
√

(α+ j)2 − k2
∣∣

≤
∣∣∣√α+ j + iδ + k −

√
α+ j + k

∣∣∣ ∣∣∣√α+ j + iδ − k
∣∣∣

+
∣∣∣√α+ j + k

∣∣∣ ∣∣∣√α+ j + iδ − k −
√
α+ j − k

∣∣∣
=

|δ|
∣∣√α+ j + iδ − k

∣∣∣∣√α+ j + iδ + k +
√
α+ j + k

∣∣ +
|δ||
√
α+ j + k|∣∣√α+ j + iδ − k +

√
α+ j − k

∣∣
≤ |δ|

2

(
|
√
α+ j + iδ − k|
|
√
α+ j + k|

+
|
√
α+ j + k|

|
√
α+ j − k|

)
.

We further estimate, again for x ∈ R \ {0} and y ∈ R,

|
√
x+ iy| = (x2 + y2)1/4 ≤ |x|1/2

(
1 +

y2

4x2

)
Thus

|
√
α+ j + iδ − k| ≤ |

√
α+ j − k|+ δ2

4 |α+ j − k|3/2
,

and the assertion follows.

In the next step we further estimate the leading factor in (11) by estimating from below∣∣∣√k2 − (α+ j)2
∣∣∣ for j ∈ Z, when α is fixed.

Lemma 8. Let α ∈ Am = (a0, a1) for m = 1, 2, for definitions we refer to (10). Then

min
j∈Z

∣∣∣√k2 − (α+ j)2
∣∣∣ ≥ σ min

{√
α− a0 ,

√
a1 − α

}
with σ = 1 if k > 1/2 and σ =

√
k > 0 if k ≤ 1/2.

Proof. Note first, that all factors occurring on the right hand side of the asserted lower bound are less
than or equal to 1.

Suppose that k = ĵ + k, ĵ ∈ Z≥0 and write j = ĵ + n, n ∈ Z. Then∣∣k2 − (α+ j)2
∣∣ =

∣∣∣(ĵ + k)2 − (α+ ĵ + n)2
∣∣∣ =

∣∣k − α− n∣∣ ∣∣k + α+ n+ 2ĵ
∣∣.

First, let α ∈ A1 = (−k, k). Then,

|k − α− n| ≥ min{|k − α| , |k − α− 1| ≥ min{|k − α| , |k + α|} ,
|k + α+ n+ 2ĵ| ≥ min{|k + α| , |k + α− 1|} ≥ min{|k + α| , |k − α|} ,

as well as

|k − α− n| ≥ 1 , n ∈ Z \ {0, 1} , and |(k + α+ n+ 2ĵ)| ≥ 1 , n+ 2ĵ ∈ Z \ {−1, 0} .

This proves the assertion for α ∈ A1 unless n = ĵ = 0. In this case we can obviously estimate

|k − α| |k + α| ≥ k min{|k − α| , |k + α|} .

Taking the square root gives the estimate for α ∈ A1.
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Now let α ∈ A2 = (k, 1− k). In this case,

|k − α− n| ≥ min{|k − α| , |k − α+ 1|} ≥ min{|k − α| , |1− k − α|} ,
|k + α+ n+ 2ĵ| ≥ min{|k + α− 1| , |k + α|} ≥ min{|k + α− 1| , |k − α|} ,

as well as

|k − α− n| ≥ 1 , n ∈ Z \ {−1, 0} , and |(k + α+ n+ 2ĵ)| ≥ 1 , n+ 2ĵ ∈ Z \ {−1, 0} .

The assertion is proven for α ∈ A2 unless ĵ = 0 and n ∈ {−1 , 0}. In these exceptional cases we have

|k − α| |k + α| ≥ 2k |k − α| , |k − α+ 1| |k + α− 1| ≥ 2k |1− k − α| .

All arguments are repeated with obvious sign changes for k = ĵ − k

With the previous two lemmas, we are now able to prove boundedness of T+
α+iδ and bound the

difference of the two DtN maps.

Theorem 9. Let α ∈ Am = (a0, a1), m = 1, 2, for definitions we refer to (10). Let % =

|δ|/min {
√
α− a0 ,

√
a1 − α}. Then T+

α+iδ : H
1/2
per (Γ2π

H ) → H
−1/2
per (Γ2π

H ) is bounded for any δ ∈ R.
Moreover, its difference from T+

α is bounded by∥∥T+
α+iδ − T

+
α

∥∥ ≤ %

σ
+

%3

8σk
,

where σ is the constant defined in Lemma 8.

Proof. Consider ϕ ∈ C∞per(Γ
2π
H ) and its Fourier series, ϕ(x1) =

∑
j∈Z ϕ̂je

ijx1 . Then(
T+
α+iδ − T

+
α

)
ϕ = i

∑
j∈Z

[√
k2 − (α+ j + iδ)2 −

√
k2 − (α+ j)2

]
ϕ̂je

i(α+j)x1 ,

with convergence of the series ensured by the smoothness of ϕ. Hence∥∥(T+
α+iδ − T

+
α

)
ϕ
∥∥2

H
−1/2
per (Γ2π

H )
=
∑
j∈Z

(k2 + |j|2)−1/2
∣∣∣√k2 − (α+ j + iδ)2 −

√
k2 − (α+ j)2

∣∣∣2 |ϕ̂j |2 .
Thus, by the previous two lemmas,

∥∥(T+
α+iδ − T

+
α

)
ϕ
∥∥
H

−1/2
per (Γ2π

H )
≤ sup

j∈Z

∣∣∣√k2 − (α+ j + iδ)2 −
√
k2 − (α+ j)2

∣∣∣√
k2 + |j|2

‖ϕ‖
H

1/2
per (Γ2π

H )

≤ sup
j∈Z

|δ|
(

max{k, |α+ j|}+ |δ|2
4|α+j−k|

)
2σ min

{√
|α− a0| ,

√
|α− a1|

} 1√
k2 + |j|2

‖ϕ‖
H

1/2
per (Γ2π

H )

≤
|δ|
(

1 + δ2 sup
j∈Z

1

8 |α+j−k|
√
k2+|j|2

)
σ min

{√
|α− a0| ,

√
|α− a1|

} ‖ϕ‖
H

1/2
per (Γ2π

H )
.

The proof is finished by observing |α+ j − k| ≥ min {α− a0 , a1 − α}.

Our goal is to prove that the operator Bα +Dδ,α defined in (8) is boundedly invertible. To this end,
for fixed α and δ real, we bound the operator Dδ,α with respect to δ. Theorem 9 provides an estimate
for the second term in (9). It is also easily checked that∣∣∣∣∣

∫
Ω2π
H

[
2δ

∂v

∂x1
ϕ+ (2iαδ − δ2)vϕ

]
dx

∣∣∣∣∣ ≤ (4|δ|+ δ2/k
)
‖v‖V per

H
‖ϕ‖V per

H
. (12)
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As we are looking at small perturbations δ, we will assume that |δ| ≤ k. Then, as a conclusion from
(12) and Theorem 9, the norm of the operator Dδ,α is bounded by:

‖Dδ,α‖ ≤ 5 |δ|+ %

σ
+

%3

8σk
.

In [12], explicit bounds for the inverse of the unperturbed operator Bα are provided. It is shown in
Theorem 4.1 of that reference that there exists a constant M ≥ 1 with∥∥B−1

α

∥∥ ≤M for all α ∈ Am .

Standard operator perturbation results hence show that Bα +Dδ,α is boundedly invertible when

5 |δ|+ %

σ
+

%3

8σk
<

1

M
. (13)

In the following theorem, we provide sufficient conditions on δ to satisfy this inequality.

Theorem 10. Let α ∈ Am = (a0, a1), m = 1, 2, for definitions we refer to (10). There exists a constant
C > 0 such that if

|δ| ≤ C min
{√

α− a0 ,
√
a1 − α

}
,

then |δ| ≤ k and the bound (13) is satisfied. Hence, the operator (Bα + Dδ,α)−1 and consequently also
w(α+ iδ, ·) depend analytically on α+ iδ on the set

Am =
{
α+ iδ : α ∈ Am , δ ∈ R with |δ| ≤ C min

{√
α− a0 ,

√
a1 − α

}}
.

Proof. Let µ = max
α∈Am

min {
√
α− a0 ,

√
a1 − α} and choose

C < min

{
k

µ
,

1

M (5 + 1
σ + 1

8σk )

}
.

Let |δ| ≤ C min {
√
α− a0 ,

√
a1 − α}. Then |δ| ≤ k and

% =
|δ|

min {
√
α− a0 ,

√
a1 − α}

<
1

M (5 + 1
σ + 1

8σk )
≤ 1

M (5 min {
√
α− a0 ,

√
a1 − α}+ 1

σ + 1
8σk )

as µ ≤ 1. Note also % ≤ 1 as M ≥ 1 and σ ≤ 1. Now we conclude

5 |δ|+ %

σ
+

%3

8σk
=

(
5
|δ|
%

+
1

σ
+

%2

8σk

)
% <

1

M
.

Hence (13) is satisfied.

In this case, the set Am is the intersection of the interior of two parabolas in the complex plane.
For Am := (a0, a1), we can write

Am = {α+ iδ : α ≥ a0 + δ2/C2 and α ≤ a1 − δ2/C2} \ {a0, a1}

with the constant C from Theorem 10 In Section 5 below, we will require analytical extensions of
α 7→ w(α, ·) to certain ellipses. Hence we will now consider ellipses contained in Am.

Let us recall some basic definitions and properties of an ellipses. An ellipse with center at (s, t) ∈ R2

and half axes a ≥ b > 0 parallel to the coordinate axes is defined as the set

E =

{
x ∈ R2 :

(x1 − s)2

a2
+

(x2 − t)2

b2
≤ 1

}
,

The number c :=
√
a2 − b2 is the called the linear eccentricity, (−c+ s, t) and (c+ s, t) are the foci and

(s− a, 0), (s+ a, 0) the vertices. By Erc1,c2 we will denote the ellipse with foci at (c1, 0) and (c2, 0) and

sum of the half-axes r; by Ẽra1,a2 we will denote the ellipse with vertices at (a1, 0) and (a2, 0) and sum
of the half-axes r.

10



Lemma 11. Let a and set r = a+ C
√
a/2. Then

Ẽr−a,a ⊆ P = {x ∈ R2 : x1 ≥ −a+ x2
2/C2 and x1 ≤ a− x2

2/C2}.

Proof. As both P and Ẽr−a,a are symmetric with respect to the x2-axis, it is sufficient to consider case

x1 ∈ [−a, 0] and the first inequality in the definition of P . For x = (x1, x2) ∈ Ẽr−a,a we have x2
2 ≤ C2 a

2−x2
1

2a
and hence

−a+
x2

2

C2
≤ −a+

(a− x1) (a+ x1)

2a
≤ −a+ a+ x1 = x1 .

In the next lemma, we prove that a certain family of smaller ellipses are contained in Ẽa+b
−a,a.

Lemma 12. Let a, b > 0, 0 < λ ≤ a, 0 < µ ≤ b
aλ and z ∈ [−a+ λ, a− λ]. Then Ẽλ+µ

z−λ,z+λ ⊆ Ẽ
a+b
−a,a.

Proof. Let (z + λ cos θ, µ sin θ) ∈ ∂Ẽλ+µ
z−λ,z+λ where θ ∈ [0, 2π). As z + λ cos θ ∈ [−a, a], there is a

ϕ ∈ [0, π) such that
z + λ cos θ = a cosϕ .

Thus (a cosϕ,±b sinϕ) ∈ ∂Ẽa+b
−a,a. We compare the squares of the x2-coordinates.

µ2 sin2 θ ≤ b2λ2

a2
sin2 θ =

b2

a2

(
λ2 − λ2 cos2 θ

)
=
b2

a2

(
λ2 − (a cosϕ− z)2

)
= b2 sin2 ϕ+

b2

a2

(
λ2 − a2 + 2az cosϕ− z2

)
= b2 sin2 ϕ+

b2

a2

(
λ2 − (a− z)2 + 2az (cosϕ− 1)

)
.

As λ ≤ a − z, the second term is negative and we conclude µ2 sin2 θ ≤ b2 sin2 ϕ. We have shown that
the boundary of Ẽλ+µ

z−λ,z+λ is in the interior of the ellipse Ẽa+b
−a,a which proves the assertion.

With the following corollary we apply the results of Lemma 11 and 12 to ellipses contained in the
set Am.

Corollary 13. Let Am = (a0, a1), m = 1, 2, and set ẑ = (a0 + a1)/2. Let a ≤ |Am|/2 and set
b = C

√
a/2, r = a + b. Choose λ and µ such that all assumptions of Lemma 12 are satisfied. Then

Ẽλ+µ
ẑ+z−λ,ẑ+z+λ ⊆ Ẽrẑ−a,ẑ+a ⊆ Am.

5 Nonuniform meshes for the inverse Bloch transform

In this section, we introduce a method based on nonuniform meshes for numerical integration of functions
of one variable with a square root singularity. Later on, we extend the method to approximate the inverse
Bloch transform.

Let us start by considering the numerical approximation of the integral

I(ξ) :=

∫ h

0

ξ(t) dt , (14)

where ξ(t) = ξ1(t) +
√
t ξ2(t), t ∈ [0, h], and both ξ1 and ξ2 are analytic in [0, h].

Given a positive parameter p ∈ (0, 1) and N ∈ N, the method is described as follows. Let the nodal
points be defined as

t0 = 0, tn = pn−1h , n = 1, . . . , N + 1 .

These points are the end points of the subintervals

J0 = [t0, tN+1], Jn = [tn+1, tn], n = 1, . . . , N .
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The integrand ξ is analytic in any Jn, n = 1, . . . , N , and we use an M -point Gauss–Legendre quadrature
to approximate the integral on any such interval. On the interval J0, the trapezoidal rule is used. Let
the points and weights for the M -point Gauss–Legendre quadrature in [−1, 1] be denoted by

{(τj , wj) : j = 1, . . . ,M} .

For n = 1, . . . , N , the integral In(ξ) :=
∫ tn
tn+1

ξ(t) dt is approximated by

IMn (ξ) =
pn−1h− pnh

2

M∑
j=1

ξ

(
pn−1h− pnh

2
τj +

pn−1h+ pnh

2

)
wj .

For n = 0, the integral I0(ξ) :=
∫ pNh

0
ξ(t) dt is approximated by

IN0 (ξ) =
pNh

2
ξ(0) +

pNh

2
ξ(pNh).

Thus, the complete composite quadrature formula is

IN,M (ξ) =

N∑
n=1

IMn (ξ) + I0
N (ξ) =

pNh

2
ξ(0) +

pNh

2
ξ(pNh)

+

N∑
n=1

pn−1h− pnh
2

M∑
j=1

ξ

(
pn−1h− pnh

2
τj +

pn−1h+ pnh

2

)
wj

 . (15)

Our goal is to estimate the error of the approximation of I(ξ) by IN,M (ξ). We first quote a derivative
free error estimate for Gaussian quadrature, for details we refer to [32]. We also recall our notation for
ellipses from before Lemma 11.

Theorem 14 (Theorem 5.3.13, [32]). Let % > 1/2 and consider the ellipse E%0,1 as a subset of the
complex plane. Let ζ : [0, 1]→ C be real analytic with complex analytic extension to E%0,1. Denote by I
the integral over (0, 1) with integrand ζ and by QM its approximation by the M -point Gauss-Legendre
quadrature. Then

|I −QM | ≤ C (2%)−2M max
z∈∂E%0,1

|ζ(z)| .

The result can be extended to more general cases. Suppose ζ is an analytic function in [α, β] and
let % > β−α

2 . If ζ can be analytically extended to E%α,β , then with analogous notation,

|I −QM | ≤ C
(

2%

β − α

)−2M

max
z∈∂E%α,β

|ζ(z)| . (16)

We apply these results to estimating the error in our quadrature rule for each interval Jn, n = 1, . . . , N .

Lemma 15. Suppose ξ can be analytically extended to an ellipse Ẽ%h0,2h with vertices 0, 2h and sum of
semi-axis %h where 1 < % < 2. For any n = 1, . . . , N , there is a constant C > 0 such that

∣∣In(ξ)− IMn (ξ)
∣∣ ≤ C (min

{
1 +
√
p

1−√p
,

√
%

2− %

})−2M

max
z∈∂Ẽ%h0,2h

|ξ(z)|. (17)

Proof. We wish to apply (16) and thus need to find the largest ellipse with foci at pnh and pn−1h that

lies inside of Ẽ%h0,2h. Denote the semi-axis by λ > µ, respectively and note that the linear eccentricity is

c =
[
pn−1−pn

2

]
h. Hence, we have the necessary condition

µ2 +

[
pn−1 − pn

2

]2

h2 = λ2 .

12



We wish to apply Corollary 13 and in the notation there we have ẑ = h, z =
[
pn−1+pn

2

]
h, a = h and

b = (%− 1)h. The necessary conditions to apply the corollary hence are

0 < λ ≤
[
pn−1 + pn

2

]
h ,

µ

λ
≤ %− 1 .

Our goal is to maximize λ + µ within these constraints. Note that for λ > 0, the line µ = (% − 1)λ

intersects the hyperbola µ2 +
[
pn−1−pn

2

]2
h2 = λ2 in exactly one point (λ̂, µ̂), where

λ̂ =
1− p

2
√

2%− %2
pn−1h , λ̂+ µ̂ =

√
%

2− %
1− p

2
pn−1h .

If (1 + p)/2 pn−1h < λ̂, we obtain the maximal value

λ+ µ =

(
1 + p

2
+
√
p

)
pn−1h =

(1 +
√
p)2

2
pn−1h .

Thus

λ = min

{
1 + p

2
,

1− p
2
√

2%− %2

}
pn−1h

and
λ+ µ

c
= min

{
1 +
√
p

1−√p
,

√
%

2− %

}
.

Using (16) and the maximum modulus principle in complex analysis, we obtain

|In(ξ)− InM (ξ)| ≤ C
(

min

{
1 +
√
p

1−√p
,

√
%

2− %

})−2M

max
z∈∂Ẽ%h0,2h

|ξ(z)| .

The proof is finished.

We also estimate the error of the trapezoidal rule on J0.

Lemma 16. The error of the trapezoidal rule on J0 is bounded by∣∣I0(ξ)− IN0 (ξ)
∣∣ ≤ C(pNh)3/2. (18)

Proof. Recall the representation ξ(t) = ξ1(t) +
√
t ξ2(t). It is a standard result that the error in approx-

imating the integral over the analytic function ξ1 by the trapezoidal rule is of order O
(
(pNh)2

)
. Thus

we only consider the second term, which we approximate by linear interpolation

ξlin(t) =
1√
pNh

ξ2(pNh) t .

For any t ∈ J0 = [0, pNh],∣∣∣√t ξ2(t)− ξlin(t)
∣∣∣ =

∣∣∣∣∣√t ξ2(t)− ξ2(pNh)√
pNh

t

∣∣∣∣∣ ≤ 2
√
pNh sup

t∈J0
|ξ2(t)| ≤ C(pNh)1/2.

and the application of the trapezoidal rule can be estimated by∣∣∣∣∣
∫ pNh

0

[√
t ξ2(t)− ξlin(t)

]
dt

∣∣∣∣∣ ≤ C(pNh)3/2.
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With Lemma 16 and 15, we are now prepared to state an error estimate for the complete composite
quadrature rule:

Theorem 17. When N and M are two positive integers, there is a constant C > 0 such that

|I(ξ)− IN,M (ξ)| ≤ CN
(

min

{
1 +
√
p

1−√p
,

√
%

2− %

})−2M

+ C(pNh)3/2. (19)

Proof. Combine Lemmas 15 and 16.

We conclude by applying the method introduced above to the approximation of the inverse Bloch
transform,

(J−1w)(x) =

∫ 1−k

−k
w(α, x) eiαx1 dα , x ∈ Ω2π

H . (20)

Depending on the different cases in the definition of E, this equation is

(J−1w)(x) =



∫ 1/2−k

−k
w(α, x) eiαx1 dα +

∫ 1−k

1/2−k
w(α, x) eiαx1 dα , when k = 0,

1

2
;

∫ 0

−k
w(α, x) eiαx1 dα +

∫ k

0

w(α, x) eiαx1 dα

+

∫ 1/2

k

w(α, x) eiαx1 dα +

∫ 1−k

1/2

w(α, x) eiαx1 dα , otherwise.

(21)

Note that in each interval, w(α, x) depends analytically on α except for a square root singularity at one
edge point. From the definition of k, the length of each interval is not larger than 1/2. With a change
of variables, we can rewrite any integral in the form∫ h

0

ϕ(α, x) dα ,

where ϕ has the form
ϕ(α, x) = ϕ1(α, x) +

√
αϕ2(α, x)

with ϕ1, ϕ2 ∈ Cω ([0, 2h];S(D)), where S(D) can be any Sobolev space defined on Ω2π
H . From Theorem

10 and Corollary 13 we know that ϕ can be extended analytically to Ẽr0,2h with r = h+ C
√
h/2. Thus

% in Lemma 15 and Theorem 17 can be chosen as

% = min

{
r

h
,

3

2

}
= min

{
1 +

C√
2h
,

3

2

}
.

We redefine the integrals with new integrand as

I0(ϕ)(x) =

∫ pNh

0

ϕ(α, x) dα , In(ϕ)(x) =

∫ pn−1h

pnh

ϕ(α, x) dα , n = 1, 2, . . . , N.

The numerical approximations are

I0
N (ϕ)(x) =

pNh

2
ϕ(0, x) +

pNh

2
ϕ(pNh, x) ;

InM (ϕ)(x) =
pn−1h− pnh

2

M∑
j=1

ϕ

(
pn−1h− pnh

2
τj +

pn−1h+ pnh

2
, x

)
wj .

We can now apply Theorem 17 to the approximation of any of the integrals in (21).
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Theorem 18. There exists constants C > 0 and Θ > 1 such that

‖I(ϕ)− IN,M (ϕ)‖S(D) ≤ C
(
N Θ−2M + (pNh)3/2

)
. (22)

Proof. Set

Θ = min

1 +
√
p

1−√p
,

√√
2h+ C√
2h− C

,
√

3

 > 1 .

From our choice of % and Theorem 17, the result follows.

6 Numerical approximation of scattering problems

6.1 Error estimation

In this section, we conclude our analysis by providing error estimates for the numerical solution of the
original scattering problem (1)-(4). The algorithm can be divided into three steps:

Algorithm 19. 1. Depending on k, find all the nodal points αj and weights σj where j = 1, 2, . . . , L.

2. For any αj, compute the numerical approximation of wε(αj , x) of u = I(w), where ε > 0 is a
parameter corresponding to the discretization (see below).

3. Compute uN,M,ε by the inverse Bloch transform:

uN,M,ε(x) :=

L∑
j=1

wε (αj , x) eiαjx1σj .

In this algorithm, it remains to discuss the second step, i.e. how to approximate w(αj , x) numerically
for any fixed αj . In principle, this may be carried out by any preferred numerical method for solving a
boundary value problem in a periodic domain such as the integral equation method or the finite element
method. In the present work, we have chosen the latter approach.

Assume that Mε is a family of regular, quasi-uniform triangular meshes in the finite domain Ω2π
H

with mesh width 0 < ε ≤ ε0, for some sufficiently small ε0. For simplicity, we assume that the nodal
points on the left and right boundaries have got identical x2-coordinates. We omit all the nodal points
on the left boundary by imposing periodic boundary conditions at −π and π, as well as those on Γ2π

due to the Dirichlet boundary conditions, and number the remaining nodes from 1 to M0. Let ψjM0
,

j = 1, 2, . . . ,M0, denote the globally continuous function that is 2π-periodic with respect to x1, linear
on each mesh triangle and equals to 1 at nodal point j as well as to 0 at all other nodal points. We
define the space spanned by these functions by

Vper,ε := span
{
ψjM0

(x) : j = 1, 2, . . . ,M0

}
⊂ H̃1

0 (Ω2π
H ) .

For any fixed α, we have the following error estimate for the Galerkin approximation to the solution of
(7). For details we refer to [24, Theorem 14].

Theorem 20. Suppose that ζ ∈ C1,1(R). For any α ∈ W , let F (α, ·) ∈ H
1/2
per (Γ2π

H ) and denote by
w(α, ·) the solution of the variational equation (7). Then w(α, ·) ∈ H2(Ω2π

H ). Moreover, when ε0 > 0 is
sufficiently small and wε(α, ·) ∈ Vper,ε solves

aα(wε(α, ·), ϕε) =

∫
Γ2π
H

F (α, ·)ϕε ds for all ϕε ∈ Vper,ε, (23)

then
‖wε(α, ·)− w(α, ·)‖H`(Ω2π

H ) ≤ Cε2−`‖F (α, ·)‖
H

1/2
per (Γ2π

H )
, ` = 0, 1,

where C is independent of α ∈W .
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From Theorems 18 and 20, we can immediately derive an error estimate for the solution computed
using Algorithm 19.

Theorem 21. Suppose that f ∈ H
1/2
r (ΩH) with r ∈ (1/2, 1) such that F (α, x) := (J f)(α, x) ∈

Aω
(

(−k, 1− k];H
1/2
per (Γ2π

H );E
)

. Then the error between numerical approximation uN,M,ε from Algo-

rithm 19 and the exact solution u is bounded by

‖uN,M,ε − u‖H`(Ω2π
H ) ≤ C

[
ε2−` +NΘ−2M + p3N/2

]
, ` = 0, 1,

where Θ > 1 is defined as in Theorem 18 and C depends on ‖f‖
H

1/2
r (ΩH)

, k and p.

Proof. We only present detailed arguments for the case that k = 0, 0.5. In this case, the numerical
integration is treated separately in two intervals, i.e., [1/2− k,−k] and [1− k, 1/2− k] (see (21)). For
the other cases, the proof is carried out similarly. Let the nodes and weights in the `-th interval (` = 1, 2)
be denoted by α`m and σ`m where m = 1, 2, . . . , NM+2. Using the estimate from Theorem 18, we obtain

‖uN,M,ε − u‖H`(Ω2π
H ) ≤

∥∥∥∥∥
2∑
`=1

NM+2∑
m=1

wε
(
α`m, ·

)
eiα`m()1σ`m −

2∑
`=1

NM+2∑
m=1

w
(
α`m, ·

)
eiα`m()1σ`m

∥∥∥∥∥
H`(Ω2π

H )

+

∥∥∥∥∥
2∑
`=1

NM+2∑
m=1

w
(
α`m, ·

)
eiα`m()1σ`m − u

∥∥∥∥∥
H`(Ω2π

H )

≤
2∑
`=1

NM+2∑
m=1

σ`m
∥∥wε (α`m, ·)− w (α`m, ·)∥∥H`(Ω2π

H )
+ C N Θ−2M + Cp3N/2

≤ Cε2−`
2∑
`=1

NM+2∑
m=1

σ`m‖F (α`m, ·)‖H1/2
per (Γ2π

H )
+ C N Θ−2M + Cp3N/2,

where ()1 denotes the first coordinate of a two dimensional argument vector. As f ∈ H
1/2
r (Γ2π

H ) for

r > 1/2, by Theorem 5 we have F = J f ∈ Hr((−k, 1− k];H
1/2
per (Γ2π

H )), and

‖F‖
Hr0 ((−k,1−k];H

1/2
per (Γ2π

H ))
= ‖f‖

H
1/2
r (Γ2π

H )
.

From Sobolev’s embedding theorem, F ∈ C0((−k, 1− k];H
1/2
per (Γ2π

H )) and

‖F‖
C0((−k,1−k];H

1/2
per (Γ2π

H ))
≤ C‖F‖

Hr0 ((−k,1−k];H
1/2
per (Γ2π

H ))
= ‖f‖

H
1/2
r (Γ2π

H )
.

From the fact that
∑2
`=1

∑NM+2
m=1 σ`m = h,

‖uN,M,ε − u‖H`(Ω2π
H ) ≤ Cε2−`‖f‖

H
1/2
r (Γ2π

H )
+ C N Θ−2M + Cp3N/2 ≤ C

[
ε2−` +N Θ−2M + p3N/2

]
.

The proof is finished.

6.2 Numerical experiments

We present six numerical examples that demonstrate the convergence properties of Algorithm 19. In
all of the examples, we use the same periodic surface given by

ζ(t) =
3

2
+

sin t

3
− cos 2t

4
.

The following parameters are also fixed:

H = 3 , p = 0.5 , h = 0.5 .
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We use two different wave numbers, k =
√

2 and k = 10, respectively. Note that when k =
√

2,
E = {1−

√
2,
√

2− 1, 2−
√

2} whereas when k = 10, E = {0, 1}.
We also use three different incident fields,

ui1(k, x) = Φ(x, a1)−Φ(x, a′1); ui2(k, x) = Φ(x, a2)−Φ(x, a′2); ui3(k, x) =

∫ π/2

−π/2
eikx1 sin t−ikx2 cos tg(t) dt .

Here, Φ(x, y) = i
4H

(1)
0 (k|x− y|) denotes the free space fundamental solution of the Helmholtz equation

and H
(1)
0 (·) is the Hankel function of the first kind of order 0. As source points we use a1 = (0.4, 0.2)⊥

and a′1 = (0.4,−0.2)⊥; a2 = (0.4, 3)⊥ and a′2 = (0.4,−3)⊥. ui3 is a downward propagating Herglotz wave
function with the density function g defined as

g(t) =


(x− a)6(x− b)6

((b− a)/2)12
, a < x < b;

0, otherwise;

with a = 0.4, b = 0.5.

With the definitions of the three incident fields, we apply Algorithm 19 to the following examples.

• Example 1. k =
√

2, ui(x) = ui1
(√

2, x
)
.

• Example 2. k = 10, ui(x) = ui1 (10, x).

• Example 3. k =
√

2, ui(x) = ui2
(√

2, x
)
.

• Example 4. k = 10, ui(x) = ui2 (10, x).

• Example 5. k =
√

2, ui = ui3
(√

2, x
)
.

• Example 6. k = 10, ui(x) = ui3 (10, x).

For all the examples, we collect the value of uN,M,ε on the line segment Γh := [−π, π] × {2.9} and
study the dependence of errors on the parameters N , M and ε. Supposing we know the exact solution
uexa on Γh, we can compute the relative error defined by

errN,M,ε :=
‖uN,M,ε − uexa‖L2(Γh)

‖uexa‖L2(Γh)

.

In Examples 1 and 2, since ui is the half-space Green’s function with source (0.4, 0.2) which lies
below the periodic surface, ui satisfies the radiation condition (3), i.e., f = 0 in (4). Thus we have to
modify the problem (5). In this case, we are looking for a solution us ∈ H1

r (ΩH) such that∫
ΩH

[
∇us · ∇ϕ− k2usϕ

]
dx −

∫
ΓH

T+
(
u
∣∣
ΓH

)
ϕds = 0

with the boundary condition us = −ui on Γ. It is well known that the exact solution uexa = −ui in Ω.
For each example, we first fix sufficiently large M and N (M = 10, N = 20) and check the dependence
of error on the finite element discretization, i.e., for ε = 0.04, 0.02, 0.01, 0.005, we compute the relative
errors. The results are shown in Table 1 and are plotted on both logarithm scales in Figure 6 picture
(a). Since the slopes of both curves are approximately 2, the convergence rates coincide with that shown
in Theorem 21.

Next, we study the convergence of Algorithm 19 with respect to the parameters M and N . Fix
ε = 0.005, and compute the relative errors with M = 2, 3, 4, 5 and N = 4, 8, 12, 16, 20 (also 24 when
k =
√

2). The results are presented in Tables 2 and 3. In both tables, showing results for Examples 1
and 2, respectively, we clearly observe convergence of the numerical solution when N and M increase.
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k ε = 0.04 ε = 0.02 ε = 0.01 ε = 0.005
√

2 3.5× 10−4 8.8× 10−5 2.2× 10−5 6.2× 10−6

10 8.5× 10−2 2.2× 10−2 5.5× 10−3 1.4× 10−3

Table 1: Relative errors of Example 1 and 2, with respect to ε.

N = 4 N = 8 N = 12 N = 16 N = 20 N = 24

M = 2 6.7× 10−2 4.3× 10−3 3.2× 10−4 1.3× 10−4 1.3× 10−4 1.3× 10−4

M = 3 6.7× 10−2 4.3× 10−3 2.7× 10−4 2.0× 10−5 6.2× 10−6 5.7× 10−6

M = 4 6.7× 10−2 4.3× 10−3 2.7× 10−4 2.0× 10−5 6.2× 10−6 5.6× 10−6

M = 5 6.7× 10−2 4.3× 10−3 2.7× 10−4 2.0× 10−5 6.2× 10−6 5.6× 10−6

Table 2: Relative errors of Example 1, with respect to M and N .

When both these numbers are sufficiently large, the errors no longer decay, since the discretization error
of the finite element method plays the more important role. The errors appear to be more sensitive
with respect to the parameter N , since for M ≥ 3 we observe that the errors almost only depend on N .

In Example 3 and 4, the incident fields are point sources located above the periodic surface; and in
Example 5 and 6, the incident fields are Herglotz wave functions propagating downwards. For all these
examples, we no longer know the exact solutions. Instead, we choose parameters (M = 10, N = 20
and ε = 0.005) for which we expect the result to be sufficiently accurate and use the corresponding
numerical solutions uN,M,ε as a reference solution instead of an exact solution. For a plot of the wave
field in Example 6 we refer to Figure 7. For all examples, we first fix N = 20 and compute relative
errors with M = 2, 3, 4, 5; in a second set of computations, we fix M = 10 and compute relative errors
with N = 4, 6, 8, 10, 12. The relative errors with respect to M are given in Table 4 and plotted in (b)
Figure 6, while relative errors with respect to N are given in Table 5 and plotted (c) Figure 6. From
both graphs, we clearly observe the exponential convergence we expected from Theorem 21.

At the end, we also discuss the convergence rates with respect to the parameters M and N . First
let’s focus on the dependence of M . The slopes of the curves in (b) Figure 6 are approximately −4.4
(Example 3), −3.2 (Example 4), −2.1 (Example 5) and −3.4 (Example 6). Thus exponential conver-
gence is observed with respect to the parameter M . Similarly, slopes of the curves in (c) Figure 6
are approximately −0.68 (Example 3), −0.55 (Example 4), −0.79 (Example 5) and −0.70 (Example
6) which show the exponential convergence with respect to the parameter N . The convergence results
coincide with the theoretical results in Theorem 21.

7 Conclusion

In this paper, a novel numerical method based nonuniform meshes in the Floquet parameter domain
is proposed to simulate scattering problems by periodic surfaces in two dimensional spaces. From the
direct and inverse Floquet-Bloch transform, the problem can be written as an integral of a family of cell
problems with respect to the Floquet parameters. Based on a deeper understand of the analyticity of
quasi-periodic solutions with respect to the Floquet parameter, we design nonuniform meshes which are

N = 4 N = 8 N = 12 N = 16 N = 20

M = 2 8.3× 10−2 8.3× 10−2 8.3× 10−2 8.3× 10−2 8.3× 10−2

M = 3 5.6× 10−3 5.9× 10−3 5.9× 10−3 5.9× 10−3 5.9× 10−3

M = 4 1.9× 10−3 1.5× 10−3 1.5× 10−3 1.5× 10−3 1.5× 10−3

M = 5 1.9× 10−3 1.4× 10−3 1.4× 10−3 1.4× 10−3 1.4× 10−3

Table 3: Relative errors of Example 2, with respect to M and N .
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M = 2 M = 3 M = 4 M = 5

Eg 3 7.4× 10−4 9.0× 10−6 1.0× 10−7 1.6× 10−9

Eg 4 3.5× 10−2 2.5× 10−3 1.0× 10−4 2.5× 10−6

Eg 5 2.8× 10−4 2.6× 10−5 1.4× 10−6 2.2× 10−7

Eg 6 1.6× 10−5 1.6× 10−7 2.8× 10−9 5.9× 10−11

Table 4: Relative errors of Example 3-6 with respect to M .

N = 4 N = 6 N = 8 N = 10 N = 12

Eg 3 9.8× 10−2 2.6× 10−2 6.8× 10−3 1.7× 10−3 4.3× 10−4

Eg 4 1.5× 10−1 7.5× 10−2 2.6× 10−2 7.6× 10−3 2.0× 10−3

Eg 5 9.1× 10−2 2.3× 10−2 5.7× 10−3 1.4× 10−3 3.8× 10−4

Eg 6 6.3× 10−2 1.6× 10−2 4.0× 10−3 9.9× 10−4 2.5× 10−4

Table 5: Relative errors of Example 3-6 with respect to N .

(a) (b) (c)

Table 6: Dependence of relative errors on parameters (a) ε, (b) M and (c) N .

(a) (b)

Table 7: Real part of waves in Example 6: (a) incident field, (b) scattered field.

19



finer when they are close to the singular points, and coarser elsewhere. The Gaussian quadrature rule
is adopted in coarser meshes and the trapezoidal rule is used in the fine meshes. The method is proved
to converge exponentially with respect to the number of nodal points and the number of Gaussian
quadrature rule.

As is mentioned, this method is expected to be extended to 3D cases. In a 3D problem, where an
incident field is scattered by a bi-periodic surface, the singularities of the Floquet-Bloch transformed field
lie on restrictions to a square of a finite number of circles (called singular curves), which are determined
by the wave number. Thus, there is a potentially very complex structure of intersecting, touching or
closely running curves of singularities. In future research, with similar ideas to the ones presented in
this paper, we intend to generate non-uniform meshes which are finer near the singular curves, and
coarser elsewhere. We then expect to be able to prove similar convergence for the discretization of the
inverse transform as are presented here for the 2D case.
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[14] J. Coatléven. Helmholtz equation in periodic media with a line defect. J. Comp. Phys., 231:1675–
1704, 2012.

[15] D. C. Dobson. A variational method for electromagnetic diffraction in biperiodic structures. Math.
Model. Numer. Anal., 28:419–439, 1994.

[16] D. C. Dobson and A. Friedman. The time-harmonic Maxwell equations in biperiodic structures.
Math. Anal. Appl., 166:507–528, 1992.

[17] J. Elschner and G. Schmidt. Diffraction of periodic structures and optimal design problems of binary
gratings. Part I: Direct problems and gradient formulas. Math. Meth. Appl. Sci., 21:1297–1342,
1998.

[18] H. Haddar and T. P. Nguyen. Volume integral method for solving scattering problems from locally
perturbed periodic layers. In WAVES 2015 Proceed., KIT, Karlsruhe, 2015.

[19] K. Haseloh. Second Kind Integral Equations on the Real Line: Solvability and Numerical Analysis
in Weighted Spaces. PhD thesis, Universität Hannover, 2004.

[20] A. Kirsch. Diffraction by periodic structures. In L. Pävarinta and E. Somersalo, editors, Proc.
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