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PROPAGATION OF RADIUS OF ANALYTICITY FOR SOLUTIONS TO A
FOURTH ORDER NONLINEAR SCHRÖDINGER EQUATION

TEGEGNE GETACHEW, BIRILEW BELAYNEH, AND ACHENEF TESFAHUN

Abstract. We prove that the uniform radius of spatial analyticity σ(t) of solu-
tion at time t to the one-dimensional fourth order nonlinear Schrödinger equation

i∂tu−∂4
xu = |u|2u

cannot decay faster than 1/
√
t for large t, given initial data that is analytic with

fixed radius σ0. The main ingredients in the proof are a modified Gevrey space, a
method of approximate conservation law and a Strichartz estimate for free wave
associated with the equation.

1. Introduction

We consider the Cauchy problem for one-dimensional fourth order cubic non-
linear Schrödinger equation,{

i∂tu− ∂4
xu = |u|2u (x, t) ∈ R×R,

u(0) = f,
(4NLS)

where u is a complex-valued function. This equation was studied in the context
of stability of solitons in magnetic materials (for more physical background, see
[12, 13]), and has been extensively studied in recent years; see for instance [2, 16,
18–20, 23, 24]. The mass and energy,

M(t) =
1
2

∫
R

|u|2 dx,

E(t) =
1
2

∫
R

|∂2
xu|

2 +
1
2
|u|4 dx

are conserved by the flow of (4NLS).
Low regularity well-posedness for (4NLS) was recently studied by Seong [28].

The author proved that (4NLS) is locally and globally well-posed for initial data
f ∈ Hs (R) , s > −1/2. The author also showed that the Cauchy problem is
midly ill-posed in the sense that the solution map fails to be locally uniformly
continuous on Hs(R), s < − 1

2 . Well-posedness and long-time behavior of solution
for the higher dimensional version of (4NLS) was also studied in [23].

The main concern of this paper is to study the property of spatial analyticity of
the solution u(x, t) to (4NLS), given a real analytic initial data f(x) with uniform

2010 Mathematics Subject Classification. 35A01, 35Q53.
Key words and phrases. Fourth order NLS; Lower bound; Radius of analyticity; Modified Gevrey

spaces.
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2 T. GETACHEW, B. BELAYNEH, AND A. TESFAHUN

radius of analyticity σ0, so that there is a holomorphic extension to a complex
strip

Sσ0 = {x+ iy ∈ C : |y| < σ0}.

Information about the domain of analyticity of a solution to a PDE can be used to
gain a quantitative understanding of the structure of the equation, and to obtain
insight into underlying physical processes. It is classical since the work of Kato
and Masuda [14] that, for solutions of nonlinear dispersive PDEs with analytic
initial data, the radius of analyticity, σ(t), of the solution might decrease with t.
Bourgain [3] used a simple argument in the context of Kadomtsev Petviashvili
equation to show that σ(t) decays exponentially in t.

Rapid progress has been made lately in obtaining an algebraic decay rate of
the radius, i.e., σ(t) ∼ t−θ for some θ > 1, to various nonlinear dispersive PDEs,
see eg., [1,10,25–27,29–31]. The method used in these papers was first introduced
by Selberg and Tesfahun [27] in the context of the Dirac-Klein-Gordon equations,
which is based on an approximate conservation laws and Bourgan’s Fourier re-
striction method. For earlier studies concerning properties of spatial analyticity
of solutions for a large class of nonlinear partial differential equations, see eg.,
[3, 6–9, 11, 14, 17, 21, 22].

The radius of analyticity of a function can be related to decay properties of its
Fourier transform. It is therefore natural to take initial data in Gevrey space Gσ,s

defined by the norm

‖f‖Gσ,s(R) =
∥∥∥exp(σ|ξ|)〈ξ〉sf̂

∥∥∥
L2
ξ(R)

(σ > 0),

where 〈ξ〉 =
√

1 + ξ2. For σ = 0, this space coincides with the Sobolev space
Hs(R), with norm

‖f‖Hs(R) = ‖〈ξ〉sf̂‖L2
ξ(R),

while for σ > 0, any function in Gσ,s(R) has a radius of analyticity of at least
σ at each point x ∈ R. This fact is contained in the the Paley–Wiener Theorem,
whose proof can be found in [15] in the case s = 0; the general case follows from
a simple modification.

Paley-Wiener Theorem. Let σ > 0 and s ∈ R, then the following are equivalent
(a) f ∈ Gσ,s(R),
(b) f is the restriction to R of a function F which is holomorphic in the strip

Sσ = {x+ iy ∈ C : |y| < σ}.

Moreover, the function F satisfies the estimates

sup
|y|<σ

‖F(·+ iy)‖Hs(R) <∞.

By using the Grevey space, the energy method and the method of approximate
conservation law it is not difficult to derive a linear decay rate, σ(t) ∼ 1/t, for the
radius of analyticity solution to (4NLS). In the present paper, we derive the decay
rate σ(t) ∼ 1/

√
t, by using a modified Gevrey space that was introduced recently

in [4, 5], a Strichartz estimate and the method of approximate conservation law.
The modified Gevrey space, denoted Hσ,s(R), is obtained from the Gevrey space
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Gσ,s(R) by replacing the exponential weight exp(σ|ξ|) with the hyperbolic weight
cosh(σ|ξ|), i.e.,

‖f‖Hσ,s(R) =
∥∥∥cosh(σ|ξ|)〈ξ〉sf̂

∥∥∥
L2
ξ(R)

(σ > 0).

Since 1
2 exp(σ|ξ|) 6 cosh(σ|ξ|) 6 exp(σ|ξ|), this norm is equivalent with the

Gσ,s(R)–norm, i.e.,
‖f‖Hσ,s(R) ∼ ‖f‖Gσ,s(R). (1)

Therefore, the statement of Paley-Wiener Theorem still holds for functions in
Hσ,s(R).

The simple estimate
1 − exp(−σ|ξ|)

|ξ|
6 σ

can be used in the Gσ,s-set up to derive a linear decay rate, σ(t) ∼ 1/t. In compar-
ison, the decay rate σ(t) ∼ 1/

√
t obtained in the Hσ,s-set up of this paper stems

from the σ2-factor of the following estimate:

1 − [cosh(σ|ξ|)]−1

|ξ|2
6 σ2.

We state our main result as follows.

Theorem 1 (Asymptotic lower bound for σ). Let f ∈ Hσ0,2(R) for some σ0 > 0 .
Then the 1global solution u of (4NLS) satisfies

u(t) ∈ Hσ,2(R) for all t > 0,

with the radius of analyticity σ satisfying the asymptotic lower bound

σ := σ(t) > c/
√
t as t→∞,

where c > 0 is constant depending on the initial data norm ‖f‖Hσ0,2(R).

So it follows from Theorem 1 that the solution u(x, t) at any time t is analytic
in the strip Sσ(t) (due to (1) and the Paley-Wiener Theorem) with radius decaying
at the rate σ(t) ∼ 1/

√
t.

Remark 1. It is possible to show that the statement of Theorem 1 holds true for
the general fourth order semilinear nonlinear Schrödinger equation (pNLS),

i∂tu− ∂4
xu = |u|pu,

for any even integer p > 2. However, we do not pursue this issue here.

Notation. For any positive numbers a and b, the notation a . b stands for
a 6 cb, where c is a positive constant that may change from line to line. Moreover,
we denote a ∼ b when a . b and b . a.

The rest of the sections are organized as follows. In Section 2 we introduce
function spaces, recall some linear estimates and prove local well-posedness of

1As a consequence of the embeddingHσ0 ,2(R) ↪→H2(R) and the existing well-posedness theory
in H2(R) (see [28]), the Cauchy problem (4NLS) has a unique, smooth solution for all time, given
initial data f ∈Hσ0 ,2.
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(4NLS) for initial data f ∈ Hσ,2. In Section 3, an approximate conservation law
for a modified mass + energy functional associated with uσ = cosh(σ|D|)u is
derived. Theorem 1 is proved in Section 4 by combining the results from Sections
2 and 3. Finally, Section 5 is dedicated for proving a key nonlinear estimate that
is crucial in the proof of the approximate conservation law.

2. Local well-posedness theory

2.1. Function spaces and linear estimates. The Bourgain space, Xs,b, associated
with (4NLS) is defined to be the closure of the Schwartz space S(R×R) under
the norm

‖u‖Xs,b = ‖〈ξ〉s〈τ+ ξ4〉bũ(τ, ξ)‖L2
τ,ξ(R×R),

where ũ denotes the space-time Fourier transform given by

ũ(ξ, τ) = Fx,t[u](ξ, τ) =
∫

R1+1
e−i(tτ+xξ)u(x, t)dxdt.

The spatial Fourier transform f̂ is defined by

f̂(ξ) = Fx[f](ξ) =

∫
R

e−ixξf(x)dx.

The restriction to time slab (0, T)×R of the Bourgain space, denoted Xs,b
T , is a

Banach space when equipped with the norm

‖u‖
Xs,b
T

= inf {‖v‖Xs,b : v = u on (0, T)×R} .

We have the embedding Xs, 1
2+

T ⊂ C([0, T ],Hs). In particular,

‖u‖L∞T Hs . ‖u‖
X
s, 1

2 +

T

, (2)

where we used the notation LqTX := L
q
t X ([0, T ]×R) and a+ := a+ ε for suffi-

ciently small ε > 0.
Now consider the Cauchy problem for the linear fourth order Schrödinger

equation {
i∂tu− ∂4

xu = F,

u(0) = f

whose solution is given by Duhamel’s formula

u(t) = e−it∂
4
xf− i

∫t
0
e−i(t−s)∂

4
xF(s) ds. (3)

It is standard that the following energy inequality holds:

‖u‖
X
s, 1

2 +

T

. ‖f‖Hs + ‖F‖
X
s,− 1

2 +

T

(T > 0). (4)



RADIUS OF ANALYTICITY FOR THE 4TH ORDER NLS 5

Local well-posedness of (4NLS) can easily be proved using energy inequal-
ity, Sobolev embedding and a standard contraction argument in the 2Gevrey-
Bourgain type space, Xσ,s,b, whose norm is defined by

‖u‖Xσ,s,b =
∥∥∥eσ|D|u

∥∥∥
Xs,b

.

In the case σ = 0, this space coincides with the Bourgain space Xs,b. The restric-
tions of Xσ,s,b to a time slab (0, T)×R, denoted Xσ,s,b

T , is defined in a similar way
as above.

Now applying cosh(σ|D|) to (3) and using (4) we obtain

‖u‖
X
σ,s, 1

2 +

T

. ‖f‖Hσ,s + ‖F‖
X
σ,s,− 1

2 +

T

. (5)

2.2. Local well-posedness of (4NLS) in H2,σ. Consider the integral formulation
of (4NLS):

u(t) = e−it∂
4
xf− i

∫t
0
e−i(t−s)∂

4
x(|u|2u)(s)ds. (6)

We claim that the following nonlinear estimate holds:∥∥∥|u|2u∥∥∥
X
σ,2,− 1

2 +

T

6 cT
1
2 ‖u‖3

X
σ,2, 1

2 +

T

. (7)

Then (5) combined with a standard contraction argument in the space Xσ,2, 1
2+

T

implies existence of a unique solution u ∈ Xσ,2, 1
2+

T for (4NLS) with existence time
T ∼ ‖f‖−4

Hσ,2 . Moreover,
‖u‖

X
σ,2, 1

2 +

T

6 c ‖f‖Hσ,2 . (8)

It remains to prove the estimate (7). Since uσ = cosh(σ|D|)u, (7) reduces to∥∥∥〈D〉2 cosh(σ|D|)
[
| sech(σ|D|)uσ|

2 sech(σ|D|)uσ

]∥∥∥
L2
TL

2
x

6 cT
1
2 ‖uσ‖3

X
2, 1

2 +

T

. (9)

By Plancherel,

LHS (9) =
∥∥∥〈ξ〉2 cosh(σ|ξ|)Fx

[
| sech(σ|D|)uσ|

2 sech(σ|D|)uσ

]
(ξ)
∥∥∥
L2
TL

2
ξ

=

∥∥∥∥∥∥
∫
ξ=ξ1−ξ2+ξ3

〈ξ〉2 cosh(σ|ξ|)
3∏
j=1

sech(σ|ξj|)ûσ(ξ1, t)ûσ(ξ2, t)ûσ(ξ3, t) dξ1dξ2dξ3

∥∥∥∥∥∥
L2
TL

2
ξ

6 8
∥∥∥∥∫
ξ=ξ1−ξ2+ξ3

〈ξ〉2|ûσ(ξ1, t)||ûσ(ξ2, t)||ûσ(ξ3, t)| dξ1dξ2dξ3

∥∥∥∥
L2
TL

2
ξ

where to obtain the third line we used the rough estimate

cosh(σ|ξ|)
3∏
j=1

sech(σ|ξj|) 6 8,

2In fact, a contraction argument in the space L∞T Hσ,2 combined with a simple Sobolev embed-
ding can be used to prove local well-posedness of (4NLS) for initial data f ∈ Hσ,2. However, the

space X
σ,2, 1

2 +

T , which captures the dispersive nature of the equation, is needed in the proof of the
approximate conservation law (see Section 5).
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which in turn follows from the triangle inequality |ξ| 6
∑3
j=1 |ξj|.

By symmetry we may assume |ξ1| 6 |ξ2| 6 |ξ3|; this implies |ξ| 6 3|ξ3|. Then,
denoting vσ = F−1 [|ûσ|], we have by Plancherel, Hölder, Sobolev embedding and
(2),

LHS 6 c

∥∥∥∥∫
ξ=ξ1−ξ2+ξ3

v̂σ(ξ1, t)v̂σ(ξ2, t)〈ξ3〉2v̂σ(ξ3, t) dξ1dξ2dξ3

∥∥∥∥
L2
TL

2
ξ

6 c
∥∥∥Fx [vσ · vσ · 〈D〉2vσ] (ξ)∥∥∥

L2
TL

2
ξ

= c
∥∥∥vσ · vσ · 〈D〉2vσ∥∥∥

L2
TL

2
x

6 cT
1
2 ‖vσ‖2

L∞T L∞x
∥∥∥〈D〉2vσ∥∥∥

L∞T L2
x

6 cT
1
2 ‖vσ‖2

L∞T H2 ‖vσ‖L∞T H2

6 cT
1
2 ‖uσ‖3

X
2, 1

2 +

T

which proves (9).

3. Approximate conservation law

We derive an approximate mass + energy conservation for

uσ := cosh(σ|D|)u,

where D = −i∂x and u is a solution to (4NLS) (hence u = sech(σ|D|)uσ). To do
this, we define a modified mass + energy functional associated with uσ by

Eσ(t) :=
1
2

∫
R

|uσ|
2 + |∂2

xuσ|
2 +

1
2
|uσ|

4 dx. (10)

Since u = u0, and hence E0(t) = M(t) + E(t), we have E0(t) = E0(0) for all t.
However, this fails to hold when σ > 0. In what follows we will nevertheless
prove the approximate conservation

sup
06t6T

Eσ(t) = Eσ(0) + σ2O
(
[1 + Eσ(0)]

3
)

(11)

for T as in the local existence theory of the proceeding Section. Thus, in the limit
as σ→ 0, we recover the conservation E0(t) = E0(0) for 0 6 t 6 T .

The rest of the section is dedicated for the proof of (11). Applying the operator
cosh(σ|D|) to (4NLS) we obtain

i∂tuσ − ∂4
xuσ = |uσ|

2uσ +N(uσ), (12)

where

N(uσ) = −|uσ|
2uσ + cosh(σ|D|)

[
| sech(σ|D|)uσ|

2 sech(σ|D|)uσ

]
. (13)
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Differentiating Eσ(t), and then using (12)–(13) and integration by parts, we
obtain
d

dt
Eσ(t) = Re

∫
R

uσ∂tuσ + ∂2
xuσ∂

2
x∂tuσ + |uσ|

2uσ∂tuσdx

= Re
∫

R

∂tuσ

(
uσ + ∂4

xuσ + |uσ|2uσ

)
dx

= −Re i
∫

R

(
∂4
xuσ + |uσ|

2uσ +N(uσ)
)(
uσ + ∂4

xuσ + |uσ|2uσ

)
dx

= Im
∫

R

|∂2
xuσ|

2 + |uσ|
4 + |∂4

xuσ + |uσ|
2uσ|

2 +N(uσ)
(
uσ + ∂4

xuσ + |uσ|2uσ

)
dx

= Im
∫

R

N(uσ)
(
uσ + ∂4

xuσ + |uσ|2uσ

)
dx.

Consequently, integrating over the time interval [0, s], where s 6 T , we get

Eσ(s) = Eσ(0) +Rσ(s), (14)

where

Rσ(s) = Im
∫s

0

∫
R

N(uσ)
(
uσ + ∂4

xuσ + |uσ|2uσ

)
dxdt. (15)

The quantity Rσ(s) satisfies the estimate (the proof is given in the last section)

sup
06s6T

|Rσ(s)| 6 cσ
2

(
1 + ‖uσ‖2

X
2, 1

2 +

T

)3

(16)

for all uσ ∈ X
2, 1

2+

T , where c depends on T .
By (8), we have

‖uσ‖
X

2, 1
2 +

T

= ‖u‖
X

2,σ, 1
2 +

T

6 c ‖f‖Hσ,2 = c ‖uσ(0)‖H2 . (17)

Now, since

Eσ(0) =
1
2

∫
R

(
|uσ(x, 0)|2 + |∂2

xuσ(x, 0)|2 +
1
2
|uσ(x, 0)|4

)
dx

& ‖uσ(·, 0)‖2
H2

it follows from (17) that

‖uσ‖
X

2, 1
2 +

T

.
√

Eσ(0). (18)

Finally, using (18) in (16) we obtain the desired estimate (11).

4. Proof of Theorem 1

Suppose that u(·, 0) = f ∈ Hσ0,2(R) for some σ0 > 0. This implies uσ0(·, 0) =
cosh(σ0|D)|)f ∈ H2, and hence

Eσ0(0) .
∥∥uσ0(·, 0)

∥∥2
H2(R)

+
∥∥uσ0(·, 0)

∥∥4
H2(R)

<∞,

where we also used the Sobolev embedding H2(R) ⊂ L4
x(R).

Now following the argument in [27] (see also [25]) we can construct a solution
on [0, T0] for arbitrarily large time T0. This is achieved by applying the approx-
imate conservation (11), so as to repeat the local result on successive short time
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intervals of size T to reach T0, by adjusting the strip width parameter σ ∈ (0,σ0]
of the solution according to the size of T0.

To achieve this first note that by (11),

sup
06t6δ

Eσ(t) 6 Eσ(0) + cσ2 [1 + Eσ(0)]
3

6 Eσ0(0) + cσ
2 [1 + Eσ(0)]

3 ,
(19)

for some δ ∈ (0, T ]. Here to get the second line we used the fact that Eσ(0) 6
Eσ0(0) which holds for σ 6 σ0 as cosh x is increasing for x > 0. Thus,

sup
06t6δ

Eσ(t) 6 2Eσ0(0) (20)

provided that
cσ2 [1 + Eσ0(0)

]3
6 Eσ0(0). (21)

Next, we apply the local theory with initial time t = δ and time-step size T to
extend the solution from [0, τ] to [τ, τ+ T ]. By (11) and (20) we obtain

sup
δ6t6δ+T

Eσ(t) 6 Eσ(δ) + cσ
2 [1 + 2Eσ(0)]

3 . (22)

Proceeding this way we can cover all time intervals [0, T ], [T , 2T ], [2T , 3T ], etc., and
then apply induction (see e.g, [4]) to establish

sup
06t6T0

Eσ(t) 6 2Eσ0(0) for σ > c/
√
T0, (23)

where c > 0 depends on Eσ0(0). This would in turn imply

sup
06t6T0

‖u(t)‖Hσ,2(R) <∞ for σ > c/
√
T0

which proves Theorem 1.

5. Proof of estimate (16)

We can write

Rσ(s) = Im
∫s

0

∫
R

N(uσ)
(

1 + ∂4
x

)
uσdxdt︸ ︷︷ ︸

:=R
(1)
σ (s)

+ Im
∫s

0

∫
R

N(uσ)|uσ|
2uσdxdt︸ ︷︷ ︸

:=R
(2)
σ (s)

,

where

N(uσ) = −|uσ|
2uσ + cosh(σ|D|)

{
| sech(σ|D|)uσ|

2 sech(σ|D|)uσ

}
.

So (16) reduces to proving the nonlinear estimates

sup
06s6T

|R
(1)
σ (s)| . σ2‖uσ‖4

X2,b
T

, (24)

sup
06s6T

|R
(2)
σ (s)| . σ2‖uσ‖6

X2,b
T

. (25)

To prove (24) and (25) we need the following estimate from [4, Lemma 3]:

ξ =

3∑
j=1

ξj ⇒

∣∣∣∣∣∣1 − cosh |ξ|

3∏
j=1

sech |ξj|

∣∣∣∣∣∣ 6 8
3∑

j 6=k=1

|ξj||ξk|. (26)
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In addition, the proof of (24) shall make use of the following space-time estimate
from [28, Lemma 3.2]:

‖〈D〉
1
2u‖L4

tL
∞
x (R×R) . ‖u‖X0, 1

2 +
(27)

This estimate is deduced from the Strichartz estimate for free wave,

‖〈D〉
1
2 eit∂

4
xf‖L4

tL
∞
x (R×R) . ‖f‖L2

x(R), (28)

and the standard transference principle. To be more precise (28) is proved in [28]
with 〈D〉 replaced by |D|. However, the proof can be easily modified to deduce
that (28) still holds.

5.1. Proof of (24). By Plancherel and (26),∣∣∣R(1)
σ (s)

∣∣∣ = ∣∣∣∫s
0

∫
R

N̂(uσ)(ξ, t) ·
(

1 + ξ4
)
ûσ(ξ, t)dξdt

∣∣∣
=
∣∣∣∫s

0

∫
R4

(
1 + ξ4

)1 − cosh(σ|ξ|)
3∏
j=1

sech(σ|ξj|)

 ûσ(ξ1, t)ûσ(ξ2, t)ûσ(ξ3, t)ûσ(ξ, t)dµ(ξ)dt
∣∣∣,

6 8σ2
∫T

0

∫
R4
〈ξ〉4

 3∑
j6=k=1

|ξj||ξk|

 |ûσ(ξ1, t)||ûσ(ξ2, t)||ûσ(ξ3, t)||ûσ(ξ, t)|dµ(ξ)dt,

where dµ(ξ) is a measure dµ(ξ) = δ(ξ− ξ1 − ξ2 + ξ3)dξ1dξ2dξ3dξ. This measure
imposes the condition ξ = ξ1 + ξ2 − ξ3

By symmetry of our argument, we may assume |ξ1| 6 |ξ2| 6 |ξ3|, and hence
|ξ| 6 3|ξ3|. Then, denoting vσ = F−1

x (|ûσ|), we have by Plancherel, Hölder, (2)
and (27),∣∣∣R(1)
σ (s)

∣∣∣ 6 cσ2
∫T

0

∫
R4
〈ξ〉4|ξ2||ξ3|v̂σ(ξ1, t)v̂σ(ξ2, t)v̂σ(ξ3, t)v̂σ(ξ, t)dµ(ξ)dt

6 cσ2
∫T

0

∫
R4
v̂σ(ξ1, t) · 〈ξ2〉v̂σ(ξ2, t) · 〈ξ3〉

5
2 v̂σ(ξ3, t) · 〈ξ〉 5

2 v̂σ(ξ, t)dµ(ξ)dt

= cσ2
∫T

0

∫
R

Fx

[
vσ · 〈D〉vσ · 〈D〉

5
2 vσ

]
(ξ, t) · Fx

[
〈D〉 5

2 vσ

]
(ξ, t)dξdt

= cσ2
∫T

0

∫
R

vσ · 〈D〉vσ · 〈D〉
5
2 vσ · 〈D〉

5
2 vσ dxdt

6 cσ2T
1
2 ‖vσ‖L∞T L2

x
‖〈D〉vσ‖L∞T L2

x
‖〈D〉

5
2 vσ‖2

L4
TL
∞
x

6 cσ2T
1
2 ‖vσ‖2

X
1, 1

2 +

T

‖〈D〉2vσ‖2

X
0, 1

2 +

T

6 cσ2T
1
2 ‖uσ‖4

X
2, 1

2 +

T

.

This proves (24).
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5.2. Proof of (25). By Plancherel and (26),∣∣∣R(3)
σ (s)

∣∣∣ = ∣∣∣∫s
0

∫
R

Fx [N(uσ)] (ξ, t) ·Fx [|uσ|2uσ] (ξ, t)dξdt
∣∣∣

=
∣∣∣∫s

0

∫
R6

1 − cosh(σ|ξ|)
3∏
j=1

sech(σ|ξj|)

 2∏
j=1

ûσ(ξj, t)ûσ(ξ3, t) ·
5∏
j=4

ûσ(ξj, t)ûσ(ξ6, t)dν(ξ)dt
∣∣∣,

6 8σ2
∫T

0

∫
R6

 3∑
j 6=k=1

|ξj||ξk|

 6∏
j=1

|ûσ(ξj, t)|dν(ξ)dt,

where dν(ξ) is the measure

dν(ξ) = δ

(
ξ− ξ1 − ξ2 + ξ3
ξ− ξ4 − ξ5 + ξ6

) 6∏
j=1

dξj.

This measure impose the conditions ξ = ξ1 + ξ2 − ξ3 = ξ4 + ξ5 − ξ6.
Again, assuming |ξ1| 6 |ξ2| 6 |ξ3| by symmetry, we have∣∣∣R(3)

σ (s)
∣∣∣ 6 cσ2

∫T
0

∫
R6

|ξ2||ξ3|

6∏
j=1

|ûσ(ξj, t)|dν(ξ)dt

= cσ2
∫T

0

∫
R

Fx

[
vσ|D|vσ|D|vσ

]
(ξ, t) ·Fx [|vσ|2vσ] (ξ, t)dξdt

= cσ2
∫T

0

∫
R

vσ|D|vσ|D|vσ · |vσ|2vσdxdt

6 cσ2T‖vσ‖4
L∞T L∞x ‖|D|vσ‖2

L∞T L2
x

6 cσ2T‖vσ‖6
L∞T H2

6 cσ2T‖uσ‖6

X
2, 1

2 +

T

which proves (25).
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