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Abstract

Integrating physical knowledge with machine learning is critical to developing industrially-focused digital twins for monitoring

and optimisation of biomanufacturing systems. However, identifying the correct model structure to quantify kinetic mechanisms

poses a challenge for the construction of mechanistic and data-driven models. This study proposes a hybrid modelling strategy

comprising of a simple kinetic model to describe the overall process trajectory and a data-driven model to estimate the mismatch

between the kinetic equations and real process. An automatic model structure identification algorithm is used to identify the

most probable kinetic model structure and minimum number of data-driven model parameters that can well represent different

bioprocess behaviours over broad operating conditions. Through this approach, a hybrid model was constructed to simulate

biomass growth, nutrient consumption, and product synthesis in an algal photo-production process. Performance of this model

for predictive modelling, optimisation, and online self-calibration is demonstrated, indicating its advantages for industrial

application.

1. Introduction

Developing industrially focused mathematical models is one of the grand research challenges for the design,
operation and commercialisation of next generation sustainable chemical and biochemical processes. Due to
the lack of petroleum resources and the severe environmental issues surrounding them, microorganism based
bio-production processes have become an attractive candidate to substitute traditional chemical processes
for the industrial synthesis of platform chemicals and high-value materials 1–3. Given the sophisticated
metabolisms, two characteristics exist in most bio-production processes. The first is that different strains
and species share similar behaviour with respect to biomass growth, nutrient consumption, and bioproduct
accumulation due to their delicate metabolic regulation mechanisms4,5. Whilst the second is that bioprocesses
are difficult to reproduce, meaning that their performance varies from batch to batch even under similar
operating conditions, as metabolic reactions are sensitive to the change of culture environment6,7.

At this moment, different predictive models have been proposed to account for bioprocess complexities. On
the one hand, elaborate kinetic models have been developed by embedding new physical understandings into
classic models such as the Monod and the Droop model8,9. These have been used to simulate, optimise, and
scale up both fermentation processes and algal photo-production systems7,10. However, identifying a correct
model structure to quantify the physical knowledge is a challenging task, usually with long development
times. This often results in a complex model structure leading to issues with parameter estimation and
identifiability, and sacrificing the model’s predictive capability 11. On the other hand, frontier machine
learning models such as artificial neural networks, Gaussian processes, and reinforcement learning have
been applied for bioprocess dynamic modelling and online optimisation, and their competency has been
reported in a number of publications12–14. Although these data-driven models can well capture complex
process behaviours in a specific operating range without prior physical knowledge, they suffer from other
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inherent weaknesses, such as the risk in model overfitting and difficulties in extrapolating a broader range
of metabolism governed process behaviours11,15.

To resolve these challenges, a third modelling strategy – hybrid modelling – has been proposed in recent years
16. This strategy aims to combine physical knowledge and machine learning into a hybrid model structure to
inherit the respective advantages of both kinetic models and data-driven models. The structure of a hybrid
model is flexible (e.g. parallel structure or sequential structure) and depends on the amount of available
physical information and process data 17. In spite of its merits and industrial potential, there exists only a
few pioneering research studies attempting to improve and apply this technology into bioprocess engineering
18–20. In addition, hybrid model identification remains a challenge, as its kinetic aspect suffers from difficulties
in quantifying physical knowledge and its data-driven part poses risks in overfitting. As a result, this study
aims to develop a general framework that integrates state-of-the-art automatic model structure identification
technology into the hybrid modelling strategy to facilitate its future industrial applications in bioprocess
engineering.

2. Methodology

2.1 Computational experiment setup

In order to illustrate the proposed model construction framework and to test the efficiency of the hybrid
model in process predictive modelling and optimisation, computational experiments were used in this work
so that the best process performance can be identified as the benchmark. A microalgal lutein production
process was selected as the specific case study, as an algal photo-production process is biologically more
complex than a conventional fermentation process. Algal biomass growth and lutein synthesis are mainly
affected by light intensity and nitrate concentration 21. A complex kinetic model designed in our previous
work was used to generate computational experimental data for different purposes and is presented in Eq.
(1a)-(1d)22. This model can well simulate effects of light intensity, light attenuation, and nitrate supply
on biomass growth and lutein production. However, given its complex model structure, its application in
process optimisation and bioreactor design is limited, and identifying its model structure is time consuming.

dcX
dt

=
um
20
•

 I0

I0 + ks +
I20
ki

+
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2 • In
In + ks +
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ki

+
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I210
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 • cN
cN +KNL

•cX−kd•cL•cX (1c)

I(l) = I0•
(
e−(τ•cX+Ka)•l + e−(τ•cX+Ka)•(z−l)

)
(1d)

where cX , cN , and cL are the concentrations of biomass, nitrate, and lutein, respectively. Fin andcN,in are
nitrate inflow rate and concentration, respectively.l is the distance from light source, z is width of the reactor
(0.084 m). In is the local light intensity at a distance ofn•z10 (n = 1, . . . , 10) m away from the incident light
surface area, while I0 is the incident light intensity. Parameter values and their physical meanings can be
found in22.
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This complex model served to act as the “true” experimental system. Initially, three computational experi-
ments were conducted under a broad spectrum of operating conditions from nitrate-limiting conditions and
photo-limitation to nitrate-excessive conditions and photo-inhibition. Data generated in these experiments
was then used to construct the hybrid model. Once constructed, the hybrid model was exploited to predict
and optimise a number of fed-batch processes under different conditions, and computational experimen-
tal verification using this complex model was executed to verify accuracy of the hybrid model. Detailed
operating conditions of the computational experiments are listed in Table 1.

Table 1: Operating conditions of all the computational experiments: Exp. 1-3 (batch processes), used
for parameter estimation; Offline (fed-batch processes): initial conditions of the four offline optimisation
processes; Online (fed-batch process): initial conditions of the model self-calibration experiment.

Exp. 1 Exp. 2 Exp. 3 Offline Online

Initial biomass concentration (g L-1) 0.2 0.2 0.2 0.2 0.2
Incident light intensity (μmol m-2 s-1) 100 450 800 100 100
Initial nitrate concentration (mg L-1) 600 200 1000 600 100
Initial lutein production (mg L-1) 0.0 0.0 0.0 0.0 0.0
Operating time (h) 120 120 120 120 120

2.2 Hybrid model construction

As stated previously, the complexity and nonlinearity of a bioprocess consists both of identified physical
mechanisms and undetermined process dynamics. Therefore, as shown in Eq. 2, the principle of a hybrid
model is to quantify the underlying bioprocess behaviour by using a kinetic model (first term on the right-
hand side of Eq. (2a)) to tackle the known dynamics (physical knowledge) and a data-driven model (second
term on the right-hand side of Eq. (2a)) to account for the unknown dynamics.

dS

dt
= K (S)+D (S) (2a)

D (Si) = ai • Si +

M∑
j=1

aij • Si•Sj (2b)

where S is the state variable vectorS = (X,N,P )
T

,and X,N,P represent the concentrations of biomass,
nutrient, and product respectively.K (S) and D (S) are the kinetic model and the data-driven model, respec-
tively. Si is a state variable, M is the total number of state and control variables, ai and aij are coefficients
of the polynomial terms.

Distinct from a pure kinetic model, the kinetic model used for hybrid model construction does not require a
complex model structure to fully capture the process nonlinearity; it only aims to approximate the overall
trend of process dynamics. Thus, classic kinetic models such as the Monod model and the Droop model
can be directly adopted without the necessity of further modification based on more detailed physical infor-
mation. Similarly, compared to a pure data-driven model, the data-driven model used in a hybrid model
simulates only the unknown terms, in other words, mismatch between the kinetic model and the process.
The nonlinearity of this mismatch is greatly reduced compared to the original bioprocess, as the general
behaviour has been described by the kinetic model. A number of previous studies have shown that after
subtracting the mechanistic process trajectory, even a simple data-driven model e.g. PLS which is mainly
used for linear systems, can well capture the processes physically undetermined behaviour 11. As a result, it
may not be necessary to embed sophisticated data-driven models such as ANNs or GPs into a hybrid model.

3
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In this study, a 2nd degree polynomial regression model shown as Eq. (2b) was selected as the data-driven
model to estimate the mismatch between the kinetic model and the process data. 2nd degree polynomial
regression models have been predominantly used in response surface methodology for optimal experimental
design and analysis 23,24. Their use has been extended into dynamic systems through the recent progress in
dynamic response surface methodology 25. Moreover, a 2nd degree dynamic polynomial model is also known
as an extension of the Lotka-Volterra model 26, a classic model used in bioinformatics to simulate growth and
competition amongst different populations. Parameter estimation and uncertainty analysis of a polynomial
regression model is more straightforward to implement when compared to a complex data-driven model,
as extracting gradient information is challenging in ANNs or GPs, as is their parameter estimation and
optimisation. This feature is particularly advantageous for industrial applications, as estimating bioprocess
uncertainty is a severe challenge for industrial systems operation and decision-making.

When considering the kinetic part K (S), its aim is to approximate the process trajectory. As the current
system is mainly affected by light intensity, light attenuation, and nitrate supply, only these three factors
are considered when building the simple kinetic model. Photo-inhibition, biomass decay, and lutein self-
degradation are not included in K (S) as their effects are subtle and will result in a highly complex model
structure such as Eq. (1a)-(1f). They are characterised as the model-plant mismatch and are considered
by the data-driven model. The kinetic part of the hybrid model is presented in Eq. (3a)-(3d). It is worth
noticing that specific to algal photo-production systems, although light intensity affects cell growth which
in turn influences nitrate uptake, it has yet been confirmed if light directly triggers nitrate consumption.
In fact, several previously proposed models do not link light intensity with nitrate uptake (denoted by Eq.
(3b)) 27,28, whilst others tried to establish a direct interaction between these two (seen as Eq. (3c)) 29,30.
Similarly, it is still not clear how significantly light affects lutein synthesis. Thus, Eq. (3d) and Eq. (3e)
are proposed in this study based on different hypothesises (no/weak effect and strong effect, respectively).
The final kinetic model structure will be determined via the automatic model identification framework as
presented in the next section.

dcX
dt

∣∣∣∣
K

= u0•
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ks
•cX (3a)

dcN
dt

∣∣∣∣
K

= −YN/X•u0•
cN

cN +KN
•cX+Fin•cN,in (3b)

dcN
dt

∣∣∣∣
K

= −YN/X •u0 •
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ks
• cX +Fin • cN,in (3c)

dcL
dt

∣∣∣∣
K

= YL/X•u0•
cN

cN +KN
•cX (3d)

dcL
dt

∣∣∣∣
K

= YL/X•u0•
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ksL
•cX (3e)

where the subscript K refers to the kinetic part of the hybrid model.

2.3 Automatic model structure identification

Two challenges are encountered when constructing a hybrid model, the first being identifying the physically
correct model structure of the kinetic part, and the second being preventing the overfitting of the data-driven

4
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part. For a purely kinetic model, the first challenge is addressed via model discrimination which consists
of several iterations to develop various structures and test their data fitting performance31. For a purely
data-driven model, the second challenge is solved via a hyper-parameter selection framework to identify
the simplest model structure that well fits the data according to certain criteria 32. In this work, these two
challenges are addressed simultaneously for the first time by creating an automatic model structure detection
strategy comprised of model reformulation and sparse optimisation. The original idea of this strategy was
proposed to reveal natural laws based on experiment data using basic mathematical operators without any
prior knowledge33. This idea was then applied to nonlinear dynamic systems in 2016 to identify the governing
equations for fluid dynamics34. The current study launched the first investigation to modify this strategy
and adopt it into bioprocess hybrid modelling. Details of this strategy are explained below.

Initially, the original hybrid model is reformulated into a mixed-integer nonlinear programming (MINLP)
problem by assigning binary variables into each individual term in the hybrid model, as presented in Eq.
(4a)-(4c). By adding two equality constraints Eq. (4d)-(4e), different kinetic equations for nitrate uptake
and lutein production are merged into one expression shown as Eq. (4b) and (4c), respectively. As binary
variables can only be either 0 or 1, imposing the equality constraints will ensure that only one of the possible
kinetic formulations (e.g. the first term on the right-hand side of Eq. (3b) or (3c)) is active, with the
others being inactive as their binary variables are 0. Through this way, kinetic model discrimination can
be executed more efficiently than the trial and error approach. This method can also be applied to general
cases in which multiple contradictory kinetic hypotheses are present. Data nominalisation must be executed
before using the polynomial regression model. However, this is not needed for kinetic model construction,
as each parameter in the model has its unique physical meaning and unit.

dcX
dt

= u0 •
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ks
• cX + b10 • a10 • c1 +

4∑
j=1

b1j • a1j • c1•cj (4a)

dcN
dt

= bN1•
(
−YN/X •

u0 • cN
cN +KN

• I0e
−τ•cX•z

I0e−τ•cX•z + ks
• cX

)
+bN2•

(
−YN/X •

u0 • cN
cN +KN

• cX
)

+Fin•cN,in+b20 • a20 • c2+

4∑
j=1

b2j • a2j • c2•cj (4b)

dcL
dt

= bL1•
(
YL/X • u0 •

cN
cN +KN

• I0e
−τ•cX•z

I0e−τ•cX•z + ksL
• cX

)
+bL2•

(
YL/X • u0 •

cN
cN +KN

• cX
)

+b30 • a30 • c3+

4∑
j=1

b3j • a3j • c3•cj (4c)

bN1 + bN2 = 1 (4d)

bL1 + bL2 = 1 (4e)

where bNi and bLi (i = 1, 2) are binary variables for the kinetic model, bij (i = 1, 2, 3,j = 0, 1, 2, 3) are binary
variables for the data-driven model,aij (i = 1, 2, 3, j = 0, 1, 2, 3, 4) are coefficients of the polynomial terms,
ci (i = 1, 2, 3, 4) are normalised values of concentrations of biomass, nitrate, and lutein and incident light
intensity, respectively.

Once reformulated, the next step is to implement sparse optimisation to automatically identify the most
probable kinetic model structure and minimum number of polynomial terms that can well fit the multiple
generated datasets. Therefore, the objective function for parameter estimation is designed such that in
addition to minimising residues between model prediction and experimental data, it also penalises the total
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number of active binary variables in the polynomial terms to avoid overfitting. In this way, the optimal hybrid
model structure alongside its parameter values can be simultaneously identified. The objective function
therefore is formulated as Eq. 5.

minF =

n∑
k=1

m∑
p=1

3∑
i=1

(cSi,p,k,E − cSi,p,k,M )
2 • wSi,j,k + wb •

4∑
j=0

3∑
i=1

bij (5)

where cSi,p,k,E and cSi,p,k,E are experimental and model simulated value for concentration of state Si at
time stepp ∈ m in the kth dataset (total number of datasets is n), respectively, wSi,j,k and wb are the weight
for each data point and the sum of binary variables, respectively.

In this work, parameter estimation was formulated as a weighted nonlinear least squares optimisation prob-
lem. However, as the current model is highly nonlinear due to its complex model structure and many discrete
(binary) variables, it must be relaxed so that it can be solved using the standard dynamic parameter esti-
mation method22. Conventionally, an MINLP problem is relaxed via introducing new parameters and extra
linear constraints to reduce nonlinearity of the original problem 35. For example, converting Eq. (4a) to Eq.
(6a) where new continuous parametersB1j are introduced to substitute the bilinear termb1j • a1j and satisfy
the constraints Eq. (6b)-(6c).

dcX
dt

= u0 •
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ks
• cX +B10 • c1 +

4∑
j=1

B1j • c1•cj (6a)

a1j − aU1j • (1− b1j) ≤ B1j ≤ a1j − aL1j • (1− b1j) (6b)

aL1j•b1j ≤ B1j ≤ aU1j•b1j (6c)

where aL1j and aU1j are the lower and upper bound ofa1j , respectively.

In spite of its uses over a range of chemical engineering research, this relaxation still results in an MINLP.
Given this hybrid dynamic model is highly nonlinear, another relaxation is proposed in this study to re-
formulate the MINLP into an NLP (nonlinear programming problem) by converting binary variables into
continuous variables with two extra constraints Eq. (7a)-(7b). To satisfy constraints Eq. (7a)-(7b), values
of bij have to be either 0 or 1. In this way, the original problem can be effectively solved via the continuous
dynamic parameter estimation method 22.

0 ≤ bij ≤ 1 (7a)

bij • (1− bij) ≤ 0 (7b)

The NLP model was discretised by orthogonal collocation over finite elements in time, and was then solved
using the interior point nonlinear optimisation solver IPOPT through a multi-start framework. This was
executed in the Python optimisation environment Pyomo36. The model was simulated in Mathematica 11.
Details regarding the this dynamic model parameter estimation procedure can be found in 22.

3. Result and Discussion

6
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3.1 Result of hybrid model construction

Through automatic model structure identification, the hybrid model is identified as Eq. (8a)-(8c) (all inactive
terms are removed; active binary variables are not shown as they are equal to 1). Table 2 shows the parameter
estimation result. Fig. 1 shows the modelling fitting result.

dcX
dt

= u0 •
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ks
• cX + a10 • c1 + a14 • c1•c4 (8a)

dcN
dt

= −YN/X • u0 •
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ks
• cX + Fin • cN,in + a20 • c2 (8b)

dcL
dt

= YL/X • u0 •
cN

cN +KN
• I0e

−τ•cX•z

I0e−τ•cX•z + ksL
• cX + a31 • c3•c1 + a33 • c3•c3 (8c)

From the figure, it is seen that the hybrid model can accurately fit multiple datasets collected over a broad
spectrum of operating conditions (e.g. substrate limiting to substrate excessive, low light intensity to high
light intensity). In addition, the total number of binary variables assigned to the data-driven model is 15,
whilst only 5 are active after solving the parameter estimation problem. The correct kinetic expression is also
identified more efficiently than traditional model discrimination. Compared to the complex kinetic model
shown in Eq. (1a)-(1d), the current hybrid model well fits all the datasets with a simpler model structure.

Table 2: Parameter values of the current hybrid model

Parameter Value Parameter Value

u0, h-1 0.045 YN/X , mg g-1 315.2
KN , mg L-1 6.30 YL/X , mg g-1 4.44
Ks, μmol m-2 s-1 16.7 Kl, μmol m-2 s-1 155.6
τ , m2 g-1 0.031 a10 -0.0067
a14 0.0024 a20 0.216
a31 0.012 a33 -0.0055

7
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Figure 1: Curve fitting result of the hybrid model. Lines are the hybrid model fitting results, while points are
computational experimental data. Blue, black, and red colours refer to Experiments 1, 2, and 3, respectively.
(a): biomass concentration; (b): nitrate consumption; (c): lutein production.

3.2 Open-loop optimal control (offline optimisation)

To further assess advantages of this hybrid model, it is first used in offline optimisation to test its ability
in long-term process predictive modelling and optimisation. The objective function is to maximise the final
lutein production over a 5-day fed-batch operation system in which incident light intensity (100 μmol m-2s-1

to 800 μmol m-2s-1) and nitrate inflow rate (0 to 17.5 mL h-1 with a concentration of 0.1 M so that total
added liquid volume is negligible) can change once per day. Once optimal control actions were estimated by
the hybrid model, they were implemented and verified in the computational experiment (using the original
complex kinetic model). In addition, the original model was also used to search for the theoretical maximum
lutein production in this fed-batch process. This is used as a benchmark to evaluate the hybrid model’s
predictive capability. Initial operating conditions of this process are listed in Table 1.

Fig. 2 and Fig. 3 shows the model prediction result and experimental verification results. From Fig. 2,
it can be observed that the hybrid model can well predict the dynamic process behaviour over the entire
operating time course before executing the process. This directly speaks of the predictive capability of the
hybrid model. Furthermore, through (computational) experimental verification, the hybrid model is found
to provide the same lutein production as the maximum theoretical value estimated by the original kinetic
model, indicating its high performance in offline optimisation. The two processes (designed based on the
hybrid model: Fig. 2(a), 2(e), 3(c); designed based on the original model: Fig. 2(b), 2(f), 3(d)) have
the same trajectory for biomass growth, lutein production, and control actions of incident light intensity.
However, culture nitrate concentration (Fig. 2(b) vs. Fig. 2(d)) and nitrate inflow rate (Fig. 3(a) vs. Fig.
3(b)) deviate substantially between the two processes. This indicates that this process is not sensitive to the
change of nitrate concentration as long as it is sufficient (400 to 900 mg L-1). It also suggests that multiple
optimal solutions exist for this offline optimisation problem.
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Figure 2: Offline optimisation of the two fed-batch operation processes without practical constraints. Lines
are hybrid model prediction results, points are computational experimental verification. (a), (c), and (e):
control actions of this fed-batch process as predicted by the hybrid model. (b), (d), and (f): control actions
of this fed-batch process as predicted by the original kinetic model (theoretical maximum lutein production),
and the hybrid model is used to predict the process behaviour.
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Figure 3: Optimal control actions of the two fed-batch operation processes without practical constraints. (a)
and (c): control actions of this process are predicted by the hybrid model. (b) and (d): control actions of
this process are predicted by the original kinetic model.

To restrict the solution space and include more practical concerns, a new offline optimisation problem is
formulated by embedding three constraints: the first being that changes between two adjacent nitrate inflow
rates must be less than 2 mL h-1; the second being that final culture nitrate concentration must be lower
than 600 mg L-1; and the third being that total lutein production must be no lower than 4.0 mg L-1. The first
constraint aims to prevent drastic changes of culture environment, the second aims to reduce raw material
cost, and the third aims to guarantee a similar final production to the theoretical maximum value. The initial
operating conditions are set to be the same as before. Through (computational) experimental verification as
shown in Fig. 4 and Fig. 5, it is concluded that, once again, the hybrid model well predicted the dynamics
of biomass growth and lutein production. Nonetheless, its prediction regarding nitrate concentration (Fig.
4(d)) is found to have large deviations when simulating the experiment designed by the original kinetic model.
This means that directly using hybrid model for long-term process prediction, monitoring and optimisation
may still be unreliable without adequate online self-calibration mechanism.

10



P
os

te
d

on
A

u
th

or
ea

17
M

ar
20

20
—

C
C

B
Y

4.
0

—
h
tt

p
s:

//
d
oi

.o
rg

/1
0.

22
54

1/
au

.1
58

44
79

10
.0

32
10

86
3

—
T

h
is

a
p
re

p
ri

n
t

an
d

h
as

n
ot

b
ee

n
p

ee
r

re
v
ie

w
ed

.
D

at
a

m
ay

b
e

p
re

li
m

in
ar

y.

Figure 4: Offline optimisation of the two fed-batch operation processes with the three extra practical con-
straints. Lines are hybrid model prediction results, points are computational experimental verification. (a),
(c), and (e): control actions of this fed-batch process are predicted by the hybrid model. (b), (d), and (f):
control actions of this fed-batch process are predicted by the original kinetic model (theoretical maximum
lutein production), and the hybrid model is used to predict the process behaviour.
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Figure 5: Optimal control actions of the two fed-batch operation processes with the three extra practical
constraints. (a) and (c): control actions of this process are predicted by the hybrid model. (b) and (d):
control actions of this process are predicted by the original kinetic model.

3.3 Online calibration for state estimation

In practice, new measurement of state variables can be collected through regular sampling and offline analysis
during an ongoing process. However, it is not easy to directly use this data to effectively calibrate a kinetic
model or a machine learning model. For instance, although parameters of a kinetic model can be rapidly
re-estimated, its prediction will always suffer from model-plant mismatch due to the fixed model structure.
Although a data-driven model may eliminate model-plant mismatch, it requires substantial amount of data
to frequently update its large number of parameters. However, new data collected from an ongoing process is
usually limited, hence not able to satisfy this prerequisite. Nonetheless, both of these issues can be resolved
by a hybrid model. The kinetic part of a hybrid model does not have to be frequently calibrated as its
mismatch has been included in the data-driven part. The data-driven part of a hybrid model has a simple
structure with a minimal amount of parameters (e.g. 5 parameters in this case), thus new data (usually
sampled once per 4 hours in a large scale process, hence 6 data points per day) collected from an ongoing
process can be used to effectively update the model’s accuracy. As a result, online calibrating a hybrid model
is straightforward.

To illustrate this advantage, another case study was conducted. Since the current hybrid model is accurate
for long-term offline optimisation, it was decided to first add errors in its parameter values so that a large
initial model-plant mismatch is observed. Therefore, a 15% random error was assigned to all the parameters,
and the new model’s prediction is shown in Fig. 6 when only the initial operating conditions and pre-
determined control actions are given. It is seen that large mismatch exists at a later stage of the process.
However, after model re-calibration at the end of day 1 (using 6 new data points), it is found that the model’s
prediction is improved significantly, particularly for biomass and lutein concentrations. Daily calibration of
the data-driven part of the model leads to moderate improvement until day 3, beyond which this effect
becomes negligible. Nonetheless, it is also observed that the hybrid model still contains an error for online
state estimation and long-term prediction, particularly for nitrate concentration. This is because the kinetic
part of the model comprises a 15% error in its parameters and has never been calibrated. As a result, once
enough new data points are accumulated from the ongoing process, they should be used to re-estimate values
of all the parameters in the hybrid model to further improve model accuracy.
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Figure 6: Online model self-calibration result. Lines are the hybrid model prediction results, points are
computational experimental data. Black line: initial prediction of the hybrid model (at the beginning of Day
1). Dashed line: prediction of the hybrid model after calibration at the end of Day 1. Blue line: prediction of
the hybrid model after calibration at the end of Day 3. (a): biomass concentration; (b): nitrate consumption;
(c): lutein production.

4. Conclusion

Overall, based on the current case studies, it is concluded that by adopting the automatic model structure
detection framework, it is possible to construct a hybrid model that combines both physical knowledge and
insights from the data obtained (through machine learning techniques). Compared to a pure kinetic or
a pure data-driven model, the hybrid model does not require deep physical knowledge of the underlying
system or a large amount of process data. Based on (computational) experimental verification, it is found
that the hybrid model shows significant potential to be used for process optimisation and monitoring, and
its self-calibration is easy to implement in an online operating system. Future research will be conducted to
further investigate its advantages in process scale-up and reactor design.

It is important to emphasise that although this work conducted model structure identification and parameter
estimation simultaneously, in practice this can be executed in sequence depending on the complexity of the
kinetic part of the hybrid model. With more available physical information, it is possible to develop more
accurate kinetic models that better quantify the process behaviour. The more accurate the kinetic part is,
the less complex the data-driven part will be. However, solving a highly complex dynamic MINLP problem
is mathematically challenging; thus, developing more effective optimisation algorithms leaves an open gap
for the construction and industrial use of large scale hybrid models.
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