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Key Points:12

• DREAM3D simulations of Earth’s inner electron belt, based on Van Allen Probes13

observations, are carried out to evaluate model decay rates14

• Pitch angle diffusion using coefficients reflecting geomagnetic activity demonstrates15

realistic decay rates16

• Decay rates extracted with a RANSAC-based algorithm from modeled and ob-17

served fluxes agree, while theoretical lifetimes are too long18

1 Abstract19

NASA’s Van Allen Probes observed significant, long-lived fluxes of inner belt elec-20

trons up to ∼1MeV after geomagnetic storms in March and June 2015. Reanalysis of21

MagEIS data with improved background correction showed a clearer picture of the rel-22

ativistic electron population that persisted through 2016 and into 2017 above the Fennell23

et al. (2015) limit. The intensity and duration of these enhancements allow estimation24

of decay timescales for comparison with simulated decay rates and theoretical lifetimes.25

We compare decay timescales from these data and DREAM3D simulations based26

on them using geomagnetic activity-dependent pitch angle diffusion coefficients derived27

from plasmapause-indexed wave data (Malaspina et al., 2016, 2018) and phase space den-28

sities derived from MagEIS observations. Simulated decay rates match observed decay29
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rates more closely than the theoretical lifetime due to significantly nonequilibrium pitch30

angle distributions in simulation and data. We conclude that nonequilibrium effects, rather31

than a missing diffusion or loss process, account for observed short decay rates.32

2 Introduction33

Energetic electrons stably trapped in Earth’s inner magnetosphere form the (elec-34

tron) radiation belts: an inner (peaking below ∼ 2RE) and outer (peaking ∼ 3−6RE)35

belt separated by a slot region (generally at 2−4RE) of lower fluxes. Inner belt fluxes36

have historically been observed to be relatively stable over time, with decay timescales37

of months to years reported for relativistic electrons (e.g. Welch Jr. et al. (1963); Van Allen38

(1964); Bostrom et al. (1970); West Jr. and Buck (1976)).39

Radiation belt observations from NASA’s Van Allen Probes (Mauk et al., 2013)40

provided the best available characterization of inner belt electron decays over its seven-41

year duration, with the Magnetic Electron Ion Spectrometer (MagEIS) detectors (Blake42

et al., 2013; Claudepierre et al., 2021) in particular covering inner belt energies with re-43

duced background contamination due to the colocated proton radiation belt (Claudepierre44

et al., 2015).45

The development of a more advanced background correction for MagEIS measure-46

ments by Claudepierre et al. (2019) quantified with greater accuracy the duration and47

spatial extent of inner-belt injections and enhancements at energies above 700keV above48

the (Fennell et al. (2015) limit of 0.1 cm−2s−1sr−1keV−1. These reanalyzed data, referred49

to as “alternate-corrected” throughout this work, were used in several subsequent stud-50

ies of inner belt electrons; in particular, Claudepierre et al. (2020a, 2020b) showed that51

observed decay timescales below L ≃ 3.5 are shorter than theoretical lifetimes (corre-52

sponding to the slowest-decaying mode of the pitch angle diffusion operator) and sug-53

gested that additional loss processes might be needed to explain this discrepancy. Fur-54

ther comparisons with event-driven simulations agreed qualitatively with these timescales55

above L = 3.5 (Ripoll et al., 2017, 2019), but wave properties there differ significantly56

from those in the inner belt and the relevant characteristics in Ripoll et al. (2019) are57

not seen at low L.58

This work examines inner belt electron decay timescales inferred from observations59

and DREAM3D radiation belt simulations (Tu et al., 2013, 2014; Cunningham et al.,60
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Figure 1. MagEIS electron L-time spectra and Kp geomagnetic activity index from 1 June

2015 to 31 Dec 2015. The radial diffusion in the simulation is modulated by Kp at the original

3-hour cadence. Kp⋆, the maximum Kp over the previous 24 hours, is used to calculate plasma-

pause location, which controls the pitch-angle diffusion coefficients used in the simulation.

–3–
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2018). A long-lived flux enhancement, which followed storm activity in late June 201561

and continued into 2017, provides an opportunity to test predictions and models over62

a long period of slow decay. Figure 1 shows MagEIS fluxes at selected energies for L≤63

3, along with 3h and 24h-max Kp data, following this enhancement in June through the64

end of 2015, in which several smaller injections are seen throughout the interval. The65

simulation in this study follows the injections and decays displayed in the figure.66

3 DREAM3D simulation of 2015 inner belt injection and decay67

The DREAM3D radiation belt model solves the Fokker-Planck equation (cf. e.g.68

Schulz and Lanzerotti (1974)) in three dimensions by splitting the diffusion operator69

into radial and α−p diffusion components, alternating between the two to calculate 3D70

diffusion (cf. Tu et al. (2013) for a detailed description of the model). The distribution71

function is resampled between the (p, α, L, t) and (µ,K,L, t) grids at the radial diffusion72

timesteps, and the 12 hour radial diffusion timestep is long enough to ensure that the73

resampling does not introduce problematic numerical diffusion. In this work the simu-74

lation included radial diffusion, pitch angle diffusion by wave activity, and Coulomb collision-75

induced pitch angle scattering and energy loss.76

Here and throughout this work α is equatorial pitch angle, p is momentum, L is77

the Roederer L∗ (where the asterisk is dropped throughout), and T (α) ≃ 1.38−0.32
(
sinα+

√
sinα

)
78

is the approximate normalized dipole bounce period.79

3.1 Radial diffusion80

∂f (µ,K,L, t)

∂t
= L2 ∂

∂L
L−2

(
DLL

∂f (µ,K,L, t)

∂L

)
(1)

is solved by implicit finite differencing using user-specified radial diffusion coefficients.81

The phase space distribution f(µ,K,L, t) is expressed in terms of adiabatic invariant co-82

ordinates: magnetic moment µ = p2⊥/2m0B, bounce parameter K =
∫ s′m
sm

√
Bm −B(s)ds83

(where the integral is taken along the field line between two mirror points sm, s′m where84

the magnetic field strength is Bm), and L. The Kp-dependent combined electric and mag-85

netic DLL of Brautigam and Albert (2000) is used (cf. Drozdov et al. (2021) for com-86

parisons between radial diffusion coefficients).Radial diffusion is calculated on a 100×87

400× 300 mesh in L, µ,K described in the Supplementary Information.88
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Radial diffusion from a time-dependent outer boundary at L = 3.025 provides flux89

injections, and the inner radial boundary condition is f = 0 at L = 1.025.90

A radial diffusion timestep of 12 hours is used after the first simulated day. A timestep91

of 90 minutes is used on the first simulated day in order to examine the early evolution92

of the pitch angle distributions (PADs), but this component is not presented or analyzed93

here.94

3.2 Pitch angle diffusion due to wave activity95

∂f(p, α, L, t)

∂t
= (T (α) sin 2α)

−1 ∂

∂α

(
T (α) sin 2αDαα

∂f(p, α, L, t)

∂α

)
(2)

is solved for each L independently using the Crank-Nicholson method on a grid with96

360 α bins linearly spaced in [0, π/2] and97

100 momentum bins linearly spaced in [0.335, 3.474] MeV/c98

where the momentum boundaries correspond to electron energies 100 keV and 3 MeV99

respectively.100

Mixed and momentum diffusion terms were not expected to be significant and were101

thus omitted. Pitch angle boundary conditions are ∂f
∂α (π/2) = 0 and f(0) = 0. The102

pitch angle diffusion timestep is 15 seconds throughout the simulation.103

Pitch angle diffusion coefficients from lightning-generated whistler (LGW) and hiss104

waves are calculated using a database of wave power sorted by plasmapause location LPP105

and plasmapause distance dLPP = L−LPP (Malaspina et al., 2016) from the Van Allen106

Probes EMFISIS search coil magnetometer (Kletzing et al., 2013). The data are sorted107

into 4 bins in LPP , 50 bins in dLPP , 4 bins in magnetic local time MLT , and 65 bins108

in frequency f to obtain a distribution of power in frequency at each LPP , dLPP ,MLT .109

The LPP sorting is an important feature based on a key recognition of the dependence110

of the hiss wave power on electron density (Malaspina et al., 2016, 2018).111

Separately, distributions of power in wave normal angle θ for hiss and for LGWs112

are calculated at each LPP , dLPP ,MLT , using the method of Santoĺık et al. (2003) to113

obtain θ for each sample and weighing samples according to their power. The resulting114
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Figure 2. Diffusion coefficients for LGW and hiss waves at L = 2.25 vs. pitch angle and en-

ergy, as obtained from EMFISIS data as described in Section

3.2.

θ distribution is weighted by power, rather than occurrence; (Li et al., 2016) discusses115

this difference.116

The product of the wave power distributions over frequency and wave normal an-117

gle provides a distribution of wave power over frequency and wave normal angle at each118

LPP , dLPP ,MLT , which is then averaged over MLT . This distribution is assumed to119

apply at all magnetic latitudes. The method of Glauert and Horne (2005) is used to ob-120

tain diffusion coefficients from this distribution, using the cold plasma density model of121

(Ozhogin et al., 2012) and a dipole magnetic field. This yields diffusion coefficients in122

L,α, p for each LPP bin, which allows DREAM3D to vary diffusion coefficients accord-123

ing to geomagnetic activity; cf. Figure 2. Further details are included in the Supplemen-124

tary Information.125

Diffusion coefficients from hiss and LGW waves are calculated at each radial dif-126

fusion timestep by averaging the LPP -indexed diffusion coefficients according to their127

LPP ’s occurrence in that timestep. LPP is calculated from 3-hour Kp data interpolated128

linearly to 1-minute cadence and an LPP bin is assigned to each 1-minute interval by129

–6–
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the Carpenter and Anderson (1992) relation LPP = 5.6 − 0.46Kp⋆. The pitch angle130

diffusion coefficients in that radial diffusion timestep are then calculated by averaging131

the four LPP -indexed diffusion coefficients with weights given by the fraction of the ra-132

dial diffusion timestep that LPP occupied their LPP bins. This LPP binning accounts133

for geomagnetic activity without the need for an additional geomagnetic index depen-134

dence. Calculations involving LPP assume the largest value consistent with the LPP bin.135

3.3 Pitch angle scattering and energy loss due to Coulomb collisions136

The effects of Coulomb collisions at low L−shells are calculated as in Selesnick (2012)137

and Cunningham et al. (2018); the latter also discusses how pitch-angle scattering and138

energy loss due to collisions are calculated in DREAM3D. Collision calculations employ139

the NRLMSISE-00 neutral atmosphere (Picone et al., 2002) and IRI-2012 ionosphere (Bilitza140

et al., 2014) models.141

3.4 Initial condition142

In order to reproduce PADs for the post-storm period, we combine daily-averaged143

PADs with ∆α = 5◦ at MagEIS energies from standard-corrected, unbinned MagEIS144

data from all four electron spectrometers and the “alternate-corrected” data from Claudepierre145

et al. (2019). For energies and L-shells where alternate-corrected data from Claudepierre146

et al. (2019) are available, the alternate-corrected fluxes jalt are combined with the standard-147

corrected MagEIS PADs jstd(α):148

j(α) = j
B(cosα)
alt · jstd(α)1−B(cosα), where

B(x) = 0, x ≥ cos(50◦),

= exp

(
1− x2

cos(50◦)2 − x2

)
, 0 ≤ x < cos(50◦)

(3)

At high energies where measurements suffered from low count rates, a power law149

in energy is calculated from alternate-corrected data from energy channels above 470keV150

and the PAD from the highest energy with good counting statistics is cloned at higher151

energies with the estimated power law scaling.152

The resulting j (α,E) are then extended to cover all simulated pitch angles and en-153

ergies. For each L, log(j) is interpolated linearly in (log(E), sinα) and nearest-neighbor154
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extrapolated to the edges of the (log(E), sinα) plane. This extrapolated distribution is155

then converted to a simulation-gridded phase space density f = 3.32·10−8j/p2c2 (Chen156

et al., 2006).157

3.5 Boundary condition158

A boundary condition is constructed for each simulation day at L = 3.025 using159

the same daily-averaged PADs used for the initial condition. As alternate-corrected data160

are not produced for L > 3, only the standard-corrected data are used. When an en-161

ergy channel has very low and sparse flux, all of its data are removed from the interpo-162

lation step; this was not necessary for the initial condition.163

Figure 3 shows simulated and observed fluxes at ∼ 600 keV and at ∼ 1 MeV. The164

simulation reproduces the timing of injections from high L-shells well. Reproducing the165

absolute flux level after each injection is not necessary to study loss timescales and is out-166

side the scope of this work.167

4 Decay timescales in (L,E) in data and simulations168

To evaluate DREAM3D loss modeling, we compare decay timescales extracted from169

simulations and from alternate-corrected MagEIS data by outlier-robust fitting of log(j(t))170

to degree 1 in t at fixed E and L. As the alternate-corrected data are limited to one pitch171

angle sample covering roughly equatorial pitch angles above 70◦, DREAM3D fluxes are172

averaged over α ≥ 70 to obtain a comparable quantity for fitting. Results are not par-173

ticularly sensitive to variations in the simulation pitch angle threshold, likely because174

the decay rate is controlled by the diffusion minimum located between the Landau res-175

onance and the first cyclotron resonance and because this minimum is located at high176

pitch angles within [70, 90]◦ for these L-shells and energies (Mourenas & Ripoll, 2012).177

We also calculate the theoretical lifetimes by determining the slowest decay rate178

under wave and Coulomb pitch angle scattering, as in equations (12) and (13) of Lyons179

et al. (1972).180

4.1 Extracting decay timescales with Random Sample Consensus181

Decay timescales are extracted from intervals of decreasing flux using an approach182

based on Random Sample Consensus (RANSAC) (Fischler & Bolles, 1981), an outlier-183

–8–
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Figure 3. DREAM3D and MagEIS fluxes near 90◦ at 600 keV and 1 MeV show that injec-

tions from the outer boundary are reproduced by Kp-dependent radial diffusion.
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100

101

102

103 Decay time 0: 3.5d
Decay time 1: 1.9d
Decay time 2: 3.7d

Fitting RBSP ALT_CORR flux at L=2.45, E=600

Figure 4. Example RANSAC decay time extraction from Van Allen Probes data. Time win-

dows where flux decreases are identified and a fit of log(j) to t is obtained by RANSAC. This

is repeated for each window of decreasing flux, for each energy, and for each L-shell, and decay

timescales are obtained from each fit of sufficient quality and length. Note that in the third fit

the method excludes the period of brief increase in the decay rate after the fit interval, which

would erroneously increase the decay rate, even though the flux continued to decrease.

robust model fitting algorithm. RANSAC iteratively attempts to fit random subsamples184

of data to a model, categorize subsample elements as inliers or outliers, expand the sub-185

sample, and refit the model until sample size cannot be increased and quality cannot be186

improved.187

In order to extract multiple decay timescales from a timeseries this procedure can188

be iterated for each window of decreasing flux. This procedure is repeated for each en-189

ergy and each L-shell, for both simulation data and the alternate-corrected MAGEIS data,190

yielding a database of intervals of decay intervals and their decay rates. Figure 4 shows191

three fits to MagEIS observations of 600keV electrons at L = 2.45.192

–10–
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Similar results have been obtained previously, most notably in the work of Claudepierre193

et al. (2020b) where decay windows are identified in smoothed fluxes, decay window fluxes194

are fit to exponentials, and thresholds on correlation coefficient and percent error ensured195

that only good fits are utilized. The fits here are maximized subject to the outlier thresh-196

old and minimum window length, which are set at squared error 0.01 and at least 5 days,197

respectively.198

4.2 Comparison of simulated and observed decay timescales199

Figure 5 summarizes the decay timescales extracted from the entire Van Allen Probes200

duration, the decay timescales extracted from the DREAM3D simulation, and consis-201

tent theoretical lifetimes predicted from the slowest decaying mode of the pitch angle202

diffusion operator. For data and simulation, median and average are taken over the set203

of extracted timescales without weighting by time. For the theoretical lifetimes we take204

the median and average of the lifetimes calculated in a consistent manner from each LPP205

bin’s diffusion coefficients. The minimum, median, average and maximum decay timescales206

and lifetimes are plotted for all simulated energy and L in the top left of the figure, and207

the median timescales at ∼ 600 keV are plotted in the bottom right of the figure.208

The DREAM3D decay timescales are much closer to the observed decay timescales209

than the theoretical lifetimes - an improvement of over an order of magnitude is found210

across much of the simulated energy range at low L. We attribute this agreement to PADs211

that are far from the “equilibrium” distribution shape associated with the slowest-decaying212

mode of the pitch angle diffusion operator (cf. Ripoll et al. (2015); Loridan et al. (2017);213

Millan et al. (2021)). Separating this section214

4.3 Equilibrium lifetimes are inappropriate when equilibrium is unreach-215

able216

Radiation belt populations are conventionally assumed to settle rapidly into the217

equilibrium PAD. The slowest decay rate would determine the dominant decay timescale218

in this scenario, even if flux injections produced distributions departing significantly from219

equilibrium, as the settling-in period, which is comparable to the second-slowest decay220

timescale (Shprits et al., 2006), would be short compared to the equilibrium decay timescale.221

–11–
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Figure 5. Observations and simulations both exhibit decay timescales significantly shorter

than the predicted lifetimes and nonequilibrium PADs, suggesting that nonequilibrium effects are

responsible for the observed decay timescales.

(Left) Decay timescales were calculated from MagEIS alternate-corrected fluxes and DREAM3D

fluxes averaged over αeq ∈ [70◦, 90◦] and compared with the expected lifetimes from each Kp

bin’s pitch-angle diffusion coefficients. Theoretical lifetimes are longer than observed decay

timescales at low L. DREAM3D with time-dependent diffusion coefficients produces decay

timescales closer to those observed in MagEIS data over much of the inner belt L and energy

range (top); comparison at E ≃ 600keV (indicated by colored lines in the top) shows an improve-

ment by a factor of ∼10 (bottom).

(Middle) Observed (black) and simulated (magenta) PADs are compared with theoretical equilib-

rium distributions (top, with Kp bin i shifted by i/8 to reduce overlap) for ∼ 600 keV electrons

at L = 1.75. The simulated distributions’ equilibrium components (bottom) do not remain at 1

for much of the interval - contradicting the conventional assumption of a steady “settling-in” to a

slowest-decaying eigenmode and subsequent decay according to its eigenvalue, each Kp bin has its

own equilibrium distribution and the simulation distribution does not converge to any of them.

(Right) Similar to middle, but for ∼ 900keV electrons at L = 2.05. Sharp, near-vertical slopes

are seen throughout the interval, indicating a rapid approach (increasing slope) or departure (de-

creasing slope) of the simulated distribution towards the corresponding equilibrium distribution.
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This assumption is invalid when pitch-angle diffusion exhibits time-varying behav-222

ior. Different diffusion operators need not share eigenmodes, and in particular an eigen-223

mode before a change need not remain an eigenmode after the change. The concept of224

“settling into the equilibrium distribution” is thus inappropriate here because the un-225

derlying equilibrium is changing faster than it can be reached. Real distributions will226

then generally have significant components in faster-decaying eigenmodes, and thus an227

enhanced decay rate.228

Observed, simulated, and theoretical equilibrium PADs are compared in the top

middle and top right of Figure 5. The inner products of the four Kp bins’ equilibrium

PAD and the DREAM3D PAD are shown in the bottom middle and bottom right, The

last quantity is calculated for each DREAM3D PAD by normalizing the DREAM3D dis-

tribution and taking its inner product with each equilibrium distribution, where the in-

ner product and norm for the pitch-angle diffusion equation are

< f, g >=

∫ 90◦

LC

f(α) g(α) T (α) sin(2α) dα, |f | =
√

< f, f > (⋆)

(cf. e.g. chapter V of Courant and Hilbert (1953), chapter 8 of Arfken et al. (2013)). The229

timeseries plots depict ⟨fDREAM3D, fequilibrium⟩ where |fDREAM3D| = |fequilibrium| = 1230

so departure from equilibrium is indicated by values below 1.231

For a distribution settling into equilibrium, such a timeseries would approach 1 rapidly.232

This is seen in the initial period in both timeseries, but the majority of the simulated233

interval is seen to exhibit nonequilibrium distributions, and the failure to asymptotically234

approach 1 indicates that the nonequilibrium is being actively maintained throughout235

that time. This suggests that the real decay rate is augmented by persistent presence236

of flux in faster-decaying modes due to the nonconstant equilibrium.237

We suggest that this obviates the need for a “missing” scattering process to bring238

theoretical lifetimes in line with observations, as raised in (Claudepierre et al., 2020a)239

and elsewhere. The failure of this assumption has also been addressed for scattering in240

plumes in (Millan et al., 2021), and the effects of time-dependent equilibria will be the241

subject of more thorough investigation in an upcoming work.242
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5 Summary243

We have carried out a DREAM3D simulation of the Earth’s inner electron radi-244

ation belt based on several months of a period where Van Allen Probes observations in-245

dicated enhanced fluxes up to ∼ 1 MeV in order to evaluate DREAM3D’s ability to model246

inner belt electron losses. The simulation used initial and boundary conditions gener-247

ated from MagEIS data, employing data from all four MagEIS detectors on both Van248

Allen Probes spacecraft and merging alternatively-corrected fluxes for near-equatorially-249

mirroring electrons. Electron injections from the boundary and pitch angle diffusion co-250

efficients generated from dynamic EMFISIS wave data both induced geomagnetic activity-251

driven changes in the inner belt.252

Decay timescales are extracted automatically using an outlier-robust algorithm to253

fit periods of decaying flux. Decay timescales obtained from DREAM3D simulations com-254

pare favorably with timescales extracted from the Van Allen Probes MagEIS measure-255

ments, with an order-of-magnitude improvement in regions of strongest disagreement be-256

tween theoretical and observed decay rates.257

This agreement is attributed to persistent nonequilibrium effects due to the use of258

geomagnetic activity-dependent pitch-angle diffusion. The changes in the pitch-angle dif-259

fusion refill faster-decaying modes and enhance decay well beyond the theoretical life-260

time obtained by considering only the decay rate of the slowest-decaying eigenmode. We261

conclude that nonequilibrium effects account for much of the discrepancy between the-262

oretical and observed decay rates for inner belt electrons and that this effect, rather than263

a missing diffusion or process, suffices to explain observed decay rates.264

6 Future work265

This work was undertaken in support of efforts to model radiation belt remedia-266

tion (cf. e.g. Delzanno et al. (2020)), and the impact of nonequilibrium effects on such267

a scheme are far from fully explored - for example, reshaping distributions to maximize268

the flux in higher eigenmodes may prove more effective than allocating the same power269

towards enhancing the equilibrium decay rate. This, and other studies, would also ben-270

efit from adapting DREAM3D to use more generalized grids in energy and pitch angle271

than those used here, such as logarithmic energy steps and nonlinear α grids more con-272

centrated around the loss cone.273
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The use of truncated eigenmode expansions, rather than pitch-angle grids, could274

also yield more efficient high-fidelity simulations and computationally feasible ensemble275

studies in situations where pitch angle diffusion is dominant; this is being explored along276

with other consequences of Sturm-Liouville theory and possible generalizations to dif-277

fusion with momentum and mixed terms included.278

While mixed and momentum terms were not expected to be important, the pro-279

cedure described for calculating pitch angle diffusion coefficients can also be carried out280

to produce mixed and momentum diffusion coefficients; however, the analysis carried out281

to compare PADs and equilibria would not translate directly without a more general Sturm-282

Liouville theory for higher-dimensional problems.283

Finally, other pitch angle scattering sources, such as those from ground-based VLF284

transmitters or space-based remediation missions, could be modeled and included if they285

are suspected - or hoped - to be significant. At the time of this work there were not sat-286

isfactory models of these two sources.287
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8 Open Research302

MagEIS data are publicly available at the RBSP-ECT SOC, which is now acces-303

sible at rbsp-ect.newmexicoconsortium.org/rbsp ect.php.304

Van Allen Probes and OMNI data are analyzed with SpacePy (Morley et al., 2021).305

The lifetime analysis borrowed extensively from the scikit-learn (Pedregosa et al., 2011)306

implementation of the RANSAC algorithm. Extensive use was made of GNU Parallel307

(Tange, 2018).308
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