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Abstract

Many chemical processes depend non-linearly on temperature.

Gravity-wave-induced temperature perturbations have been previously shown to affect atmospheric chemistry, but accounting

for this process in chemistry-climate models has been a challenge because many gravity waves have scales smaller than the

typical model resolution.

Here, we present a method to account for subgrid-scale orographic gravity-wave-induced temperature perturbations on the

global scale for the Whole Atmosphere Community Climate Model (WACCM).

The method consists of deriving the temperature perturbation amplitude $\hat{T}$ consistent with the model’s subgrid-scale

gravity wave parametrization, and imposing $\hat{T}$ as a sinusiodal temperature perturbation in the model’s chemistry

solver.

Because of limitations in the gravity wave parameterization, scaling factors may be necessary to maintain a realistic wave

amplitude.

We explore scaling factors between 0.6 and 1 based on comparisons to altitude-dependent $\hat{T}$ distributions in two ob-

servational datasets.

We probe the impact on the chemistry from the grid-point to global scales, and show that the parametrization is able to

represent mountain wave events as reported by previous literature.

The gravity waves for example lead to increased surface area densities of stratospheric aerosols.

This in turn increases chlorine activation, with impacts on the associated chemical composition.

We obtain large local changes in some chemical species (e.g., active chlorine, NOx, N2O5) which are likely to be important for

comparisons to airborne or satellite observations, but find that the changes to ozone loss are more modest.

This approach enables the chemistry-climate modeling community to account for subgrid-scale gravity wave temperature per-

turbations in a consistent way.
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Abstract
Many chemical processes depend non-linearly on temperature. Gravity-wave-induced tem-
perature perturbations have been previously shown to affect atmospheric chemistry, but
accounting for this process in chemistry-climate models has been a challenge because many
gravity waves have scales smaller than the typical model resolution. Here, we present
a method to account for subgrid-scale orographic gravity-wave-induced temperature per-
turbations on the global scale for the Whole Atmosphere Community Climate Model (WACCM).
The method consists of deriving the temperature perturbation amplitude T̂ consistent
with the model’s subgrid-scale gravity wave parametrization, and imposing T̂ as a sinu-
siodal temperature perturbation in the model’s chemistry solver. Because of limitations
in the gravity wave parameterization, scaling factors may be necessary to maintain a re-
alistic wave amplitude. We explore scaling factors between 0.6 and 1 based on compar-
isons to altitude-dependent T̂ distributions in two observational datasets. We probe the
impact on the chemistry from the grid-point to global scales, and show that the parametriza-
tion is able to represent mountain wave events as reported by previous literature. The
gravity waves for example lead to increased surface area densities of stratospheric aerosols.
This in turn increases chlorine activation, with impacts on the associated chemical com-
position. We obtain large local changes in some chemical species (e.g., active chlorine,
NOx, N2O5) which are likely to be important for comparisons to airborne or satellite ob-
servations, but find that the changes to ozone loss are more modest. This approach en-
ables the chemistry-climate modeling community to account for subgrid-scale gravity wave
temperature perturbations in a consistent way.

Plain Language Summary

Sub-grid scale gravity waves have long been considered in the momentum budgets
of global chemistry-climate models using parameterizations, but their associated impacts
on temperature perturbations have not been included in chemical schemes in a self-consistent
way. Here we present an approach to modeling these chemical impacts in the Whole At-
mosphere Community Climate Model (WACCM). We obtain large local changes in some
chemical species (e.g., active chlorine, NOx, N2O5) but smaller impacts on ozone. The
approach can be expected to advance the ability of the chemistry-climate modelling com-
munity to examine gravity wave effects on a wide range of chemical problems.

1 Introduction

A number of chemical processes are strongly exponentially dependent on the tem-
perature (Burkholder et al., 2015), and the formation of stratospheric aerosols is linked
to temperature thresholds (Hanson & Mauersberger, 1988; Marti & Mauersberger, 1993;
Carslaw et al., 1994; Eckermann et al., 2006; Solomon et al., 2015). As a consequence,
small-scale variations of the temperature, that arise for example from wave-like pertur-
bations, can change the concentrations of atmospheric trace gases despite an unchanged
averaged temperature across the wave motion since

k(T ) 6= k(T ) (1)

where k is a heterogeneous or gas-phase reaction rate constant and T is temperature (e.g.,
Murphy & Ravishankara, 1994). Even small-scale temperature perturbations can be im-
portant for highly nonlinear chemistry and should in principle be accounted for in chemistry-
climate models.

Examples of waves leading to such temperature perturbations include Kelvin, Rossby
and gravity waves (Madden, 1979; Fritts & Alexander, 2003; Das & Pan, 2013). While
the planetary scale Kelvin and Rossby waves can be resolved by current chemistry-climate
models (Eyring et al., 2016; Knippertz et al., 2022), a significant fraction of the grav-
ity wave spectrum occurs on the subgrid scales of current models.

–2–
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Gravity waves are generated by various sources including orography and convec-
tion, and can propagate horizontally and vertically in a stably stratified atmosphere. These
waves have been shown to affect the atmosphere’s dynamical structure, especially of the
stratosphere and mesosphere (see Fritts & Alexander, 2003, for an overview). Here, we
focus on orographic gravity waves (OGWs). Many hot spots of OGW generation have
been identified in the literature: the Scandinavian Mountains, Iceland, Svalbard, Green-
land, Ural Mountains, Rocky Mountains and the Himalayas in the Northern Hemisphere
and the Andes, the Antarctic Peninsula, the Transantarctic Mountains, New Zealand and
various small islands in the Southern Hemisphere (S. P. Alexander et al., 2009; Krisch
et al., 2017; Dörnbrack et al., 2017; Lilly et al., 1982; Vosper et al., 2020; Hoffmann et
al., 2013; Kaifler et al., 2020; Taylor et al., 2019; Jackson et al., 2018; Rapp et al., 2021).

Properties of gravity waves can be measured by satellite instruments on a global
scale (Anthes et al., 2008; Hoffmann & Alexander, 2009) and locally by radiosondes, air-
craft campaigns, or lidar instruments (e.g., Leena et al., 2012; Rapp et al., 2021; Kai-
fler et al., 2020). Radio occultation satellite measurements, such as those by the Con-
stellation Observing System for Meteorology Ionosphere and Climate/Formosa Satellite
3 (COSMIC) mission (Anthes et al., 2008), have been shown to provide high-accuracy
measurements of gravity wave temperature perturbations with daily global coverage (e.g.,
Wang & Alexander, 2010). In addition, recent reanalysis products like the ECMWF Re-
analysis version 5 (ERA5) have been shown to resolve parts of the gravity wave spec-
trum (Hoffmann et al., 2019; Gupta et al., 2021; Dörnbrack et al., 2020; Dörnbrack, 2021;
Dörnbrack et al., 2022; Rapp et al., 2021). Stratospheric gravity wave-driven temper-
ature perturbations as large as 40 K have been measured (Kaifler et al., 2020). The subgrid-
scale effects of such waves on the momentum budget are a necessary component of global
climate models (e.g., Bacmeister et al., 1994; Fritts & Alexander, 2003; Garcia et al., 2017;
Giorgetta et al., 2018; Kruse et al., 2022), providing the framework needed to examine
their associated impacts on the global chemistry.

The first studies investigating this process accounted for the impact of gravity-wave-
induced temperature perturbations on polar stratospheric clouds (PSCs) via Lagrangian
or mesoscale modeling (Carslaw et al., 1998; Fueglistaler et al., 2003; Mann et al., 2005;
Eckermann et al., 2006; Noel & Pitts, 2012), but they had to apply it as a post-processing
step rather than an interactive calculation on the global scale. Weimer et al. (2021) used
a local grid refinement approach with two-way interaction to simulate the global impact
of a mountain wave event around the Antarctic Peninsula. Such approaches can only be
applied for specific known gravity wave events or specific hot spots due to their high com-
putational costs. Kärcher et al. (2019) examined the potential role of gravity waves in
cirrus cloud formation, but associated chemical impacts were not considered. Only one
other study has attempted to include the temperature effect of gravity waves in a global
chemistry model: Orr et al. (2020) parametrized orographic gravity waves to the PSC
scheme in the U.K. Unified Model and showed impacts on chlorine activation and the
related ozone chemistry, but only considered the cold phase of the wave.

Here we present a method to account for both the cold and warm phases of sub-
grid scale gravity waves on the global scale in a widely used community model. The method
consists of derivation of temperature perturbation amplitudes from the gravity wave parametriza-
tion and its application to the chemistry. We briefly describe the model and the method
in Sect. 2, and then evaluate the modelled temperature amplitudes T̂ with COSMIC mea-
surements and ERA5 reanalysis data in Sect. 3. We show examples of the calculated im-
pacts of the gravity wave temperature effects on chemical concentrations in the strato-
sphere in Sect. 4, and finally discuss implications of and future directions for this study
in Sect. 5.
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2 WACCM

The testbed for this study is the Specified Dynamics (SD) version of the Whole At-
mosphere component (WACCM6) of the Community Earth System Model (CESM2.1)
(Gettelman et al., 2019; Danabasoglu et al., 2020). Specified dynamics are used in or-
der to readily compare single runs with and without the effects of the gravity waves, which
could be difficult to separate from other sources of dynamical variability in free-running
simulations. Here, the model is relaxed to the Modern-Era Retrospective Analysis for
Research and Applications version 2 (MERRA2, Gelaro et al., 2017) using the FWSD
component set (see Gettelman et al., 2019, for the definition). The relaxation is applied
only between the surface and 1 hPa, which is why we restrict our analysis to this pres-
sure range in this study. Horizontal discretization is done on a 1.25◦x0.9◦ longitude-latitude
grid on 88 vertical levels up to about 140 km. The lower stratospheric vertical grid spac-
ing is on the order of 1 km (e.g., Garcia et al., 2017). The physics time step is set to 30 minutes.
This is also the standard time step used in the chemistry modules but here we exam-
ine the need for shorter time steps to capture gravity wave impacts on chemistry. See
below for discussion of chemistry time stepping in this study.

Detailed chemistry for the troposphere, stratosphere, mesosphere and lower ther-
mosphere is calculated in WACCM (Kinnison et al., 2007; Emmons et al., 2020), includ-
ing heterogeneous processes on tropospheric and stratospheric particles and clouds (e.g.,
Wegner et al., 2013; Solomon et al., 2015).

The OGW parametrization of WACCM consists of a source specification and a wave
propagation model. The propagation model assumes two dimensional steady-state hy-
drostatic waves as was done by McFarlane (1987) for OGW and has been extended to
other sources of gravity waves in WACCM (Richter et al., 2010). The parameterized OGW
are assumed to conserve wave momentum flux ρu′w′ until wave breaking occurs, where
ρ is the air density and u′ and w′ are the horizontal and vertical wind perturbation of
the wave, respectively. Breaking occurs when the wave u′ ∼ U , either as a consequence
of exponential density decrease with altitude or as a consequence of the shape of the mean
wind profile U .

We use the momentum flux calculated by the gravity wave parametrization to de-
rive a temperature perturbation amplitude T̂ using Eq. 7 by Ern et al. (2004):

∣∣∣T̂ ∣∣∣ = ĥ
∂θ

∂z

T

θ
(2)

with

ĥ =

√
τ

ρN
∣∣U − c∣∣ kh (3)

In these equations, θ and T stand for the grid-scale potential temperature and air
temperature, respectively, and z is the geometric altitude. The vertical displacement am-
plitude ĥ is derived from the gravity wave momentum flux τ , the grid-scale air density
ρ, the Brunt-Väisälä frequency N , the difference between grid-scale horizontal wind speed
perpendicular to the mountain range U and the phase speed c, and the horizontal wavenum-
ber kh. For steady-state OGWs phase speeds are zero.

In the current WACCM OGW scheme, parameters describing the unresolved orog-
raphy that forces parameterized OGW are determined using a “ridge-finding” algorithm
(cf. Kruse et al., 2022, Appendix B). The algorithm returns estimates of orientation ar,
obstacle height hr, and width wr for unresolved topographic features. The orientation
ar is used to determine the wave-relevant mean wind profile U from the model horizon-
tal wind. We identify the obstacle height with the wave vertical displacement at the sur-
face, i.e., d(z = 0) = hr. The relationship between the estimated obstacle width wr
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Figure 1. Illustration of (a) the temperature evolution in the sub-stepping approach using

temporal sub-stepping (green dots) and (b) the stochastic approach using a sine-wave-distributed

random T ′.

and the monochromatic horizontal wavenumber is not straightforward. The dominant
scale of waves launched by a real-world (non-sinusoidal) obstacle will depend on the shape
of the obstacle as well as on features of the low-level flow such as blocking or flow diver-
sion (e.g., Smith & Kruse, 2017, 2018). In this study we assume the simple relation kh =
1/wr.

Consistent with previous studies we will refer to T̂ as the (non-negative) temper-
ature amplitude and T ′ as the temperature perturbation of the gravity wave (e.g., Schmidt
et al., 2016):

T ′(~r, t) = T̂ (~r, t) · sin
(
~k · ~r − ωt

)
(4)

where ~k and ω are 3-D spatial and temporal wavenumbers, respectively, and ~r is the 3-
D location vector.

We simulate the influence of the wave-driven temperature excursions in two ways,
by temporal sub-stepping and stochastically. In the sub-stepping method, we use the ab-
solute value of T̂ from Eq. 2 at each model grid point as the amplitude of a sine wave
and change the temperature within the chemistry by sampling the wave at ten interme-
diate timesteps as depicted in Fig. 1a, with a corresponding reduction of the chemistry
time step to 3 min compared to the standard timestep of 30 min in this model. This sub-
stepping includes the calculations of polar stratospheric clouds (PSCs), tropospheric aerosols,
reaction rate constants, photolysis rates, washout rates, chemistry solvers and settling
of nitric acid trihydrate (NAT) particles. This method has the advantage of ensuring con-
sistent evolution of multiple chemical species that may be interdependent in the same
manner that an air parcel moving through the grid box would experience the effect of
the wave. The sub-stepping approach assumes that all phases of the gravity wave tem-
perature perturbations are sampled within one 30-minute model time step. Assuming
parcels are exposed to one wave cycle every 30 minutes is equivalent to assuming the wave
intrinsic period (ν) is 30 min. Using the OGW dispersion relation λ/ν = U , this would
be strictly accurate for mesoscale gravity waves of order λ = 100 km only in conditions
of strong winds order 50 m s−1, but is reasonable for polar vortex conditions.

However, sub-stepping through the chemistry on 3 minute timesteps while the dy-
namics and dynamical-chemical coupling is calculated using the physics timestep of 30
minutes increases the overall model computation time by a factor of two and appears
to lead to some artifacts in the chemical tracers at around 1 hPa, see Sect. 4. We also
consider an alternative stochastic approach using sine-wave-distributed random T ′ with-
out any sub-stepping. In this approach, T ′ is computed from a uniformly distributed ran-

–5–
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Table 1. Simulations in this study.

Name Remark

REF Reference simulation without T̂ parametrization

Sub-stepping (scaled) Simulation with T̂ scaled as discussed in Sect. 3

Sub-stepping (non-scaled) Simulation with non-scaled T̂

Stochastic (scaled) Simulation using sine-wave-distributed random T̂ ,
scaled as discussed in Sect. 3

dom variable Xuni between 0 and 1 by

T ′stoch(~r, t) = −T̂ (~r, t) · cos (πXuni) , Xuni ∈ [0, 1) (5)

which is shown in Fig. 1b.

OGW events usually last longer than one day with similar amplitude (e.g., S. P. Alexan-
der et al., 2009; Noel & Pitts, 2012). This means that the wave of Fig. 1a is sampled at
48 stochastically chosen phases per day when using a physics time step of 30 minutes,
so that the overall response of the chemistry to the temperature perturbation could be
similar in long-term averages, although differences can be expected when looking at sin-
gle time steps. Holding stochastically chosen T ′ for 30 minutes at a time is equivalent
to assuming that the intrinsic period of the wave ν � 30 min, 2-3 hours or more. This
case would be more strictly true for the λ = 100 km gravity wave in slower wind con-
ditions ∼ 9− 13 m s−1.

Another approach to decrease the overall computation time could be to apply the
sub-stepping approach and sample the wave at fewer points than shown in Fig. 1a. Sen-
sitivity simulations decreasing the number of sub-steps showed systematic differences com-
pared to ten-fold sub-stepping in the chemistry response. A number of sub-steps larger
than ten were found to lead to no large differences compared to ten-fold. Therefore, we
restrict the analysis in this study to ten-fold sub-stepping, as shown in Fig. S1 in the
supplement.

The steps to implement this approach in the model consist of (1) adding Eq. 2 to
the model, (2) add the temperature perturbation to the grid-scale temperature using ei-
ther Eq. 4 and surround the chemistry routines by a loop with subsequent reduction of
the time step or Eq. 5 without sub-stepping and (3) apply the perturbed temperature
to all selected routines in the chemistry code. In addition, the scaling, discussed in the
next section, has to be accounted for.

We performed simulations with and without the T̂ parametrization, see Table 1 and
Sect. 3 below regarding scaling. We chose the period 2007 to 2008 for the simulations
presented here because it has the best coverage of the COSMIC measurements we use
for comparison, see Sect. 3 and Appendix A. Daily maximum and averages as well as
monthly averages are provided as output to investigate the chemical impact of the new
parametrization.

As an example, Figure 2 shows the global distribution of the the two-year maxi-
mum T̂ at 15 hPa in WACCM. Since the method is applied to OGWs in this study, T̂
is largest in the mountainous regions on the globe. The hot spots of orographic gravity
waves show increased T̂ values, e.g., over the Antarctic Peninsula, the Andes and New
Zealand in the Southern Hemisphere as well as Scandinavia, Greenland, the Ural Moun-
tains, the European Alps, Apennines, the Carpathians and the Rocky Mountains in the
Northern Hemisphere. Lower-level wind speeds vary seasonally in the model, leading to
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Figure 2. Two-year maximum T̂ at 15 hPa as simulated by WACCM.

Figure 3. Illustration of the different coverage of each dataset: white points are WACCM grid

points with T̂ > 4 K anywhere in the column where COSMIC and ERA5 are reliable, COSMIC

profiles between 14 and 34 km are shown by the gray lines and ERA5 is color-coded. The exam-

ple shown is for a two-day period, for details see text. The white dashed region is used for best

estimates of T̂ for all datasets.

associated seasonal gravity wave and temperature amplitudes (e.g., Hoffmann et al., 2013)
which will be briefly discussed in Sect. 3.

There are numerous limitations of the OGW parametrization of WACCM that could
affect calculated T̂ (e.g. no lateral propagation, no dispersion, no wave-wave interaction,
no damping other than that due to breaking). Because of these limitations and an ex-
pected overestimation of temperature amplitudes at higher altitudes, we seek to com-
pare our estimated T̂ values against other datasets, which is the subject of the next sec-
tion.

3 Scaling of the new T̂ parametrization by means of ERA5 and COS-
MIC

Since WACCM T̂ is calculated globally, we focus on datasets that provide global
coverage with high vertical resolution and discuss methods to compare WACCM T̂ glob-
ally with these datasets. Satellite-based radio occultation measurements as well as re-
cent reanalysis data have been shown to satisfy these requirements (Wang & Alexander,
2010; Dörnbrack, 2021). We therefore use COSMIC and ERA5. Details about COSMIC,
ERA5, and the methods to extract the gravity wave temperature perturbations are de-
scribed in Appendix A.
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Figure 4. Illustration of the regions over the globe where significant OGW forcing occurs in

WACCM (orange) and the corresponding grid points (red) during 20 to 21 July 2008.

Figure 5. Probability density functions of T̂ for WACCM (orange) and the respective dataset

(blue) in the 4-km altitude bin 22 to 26 km and the scaling factors that minimize the differences

between the probability density functions. By applying a scaling factor of 0.6 to T̂ , the number of

grid points in WACCM with lower T̂ decreases.

–8–
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There are fundamental differences between measurements by COSMIC, the ERA5
reanalysis, and coverage of WACCM: As shown in Fig. 2, WACCM T̂ is only significant
over the mountains, i.e. over land. Lateral propagation of gravity waves from one grid
point to another cannot be simulated in WACCM because the parameterization oper-
ates in column physics. In reality, OGWs propagate not only vertically but also hori-
zontally so that wave signals in COSMIC and ERA5 will often occur in the lee of moun-
tains instead of only over the mountain. In addition, COSMIC provides measurements
at irregularly distributed locations whereas ERA5 outputs hourly global coverage. This
is illustrated in Fig. 3 where COSMIC profiles during a two-day period around the Antarc-
tic Peninsula are denoted by gray points, the WACCM grid points with a T̂ are depicted
by white dots, and ERA5 is color-coded. Finally, COSMIC and ERA5 data are instan-
taneous temperature perturbations T ′(~r0, t0) whereas we decided to output daily statis-
tics of the temperature amplitude T̂ in WACCM, cf. Eq. 4. As indicated by Fig. 1 and
Eq. 4, the wave amplitude is the maximum temperature perturbation:

T̂ = max |T ′| (6)

Therefore, we compare WACCM T̂ with COSMIC and ERA5 on a global scale as de-
scribed below.

The goal is to find the values in COSMIC and ERA5 that most likely correspond
to the temperature amplitudes T̂ in WACCM. The maximum T ′ for COSMIC and ERA5
is searched for in a region around the WACCM columns where non-zero T̂ values are cal-
culated. Since horizontal coverage is crucial for this procedure to ensure a COSMIC pro-
file to be at the location of the maximum, only the WACCM columns are used where
at least five COSMIC profiles are included in the regions, similar to the analysis by S. P. Alexan-
der et al. (2009). Further, the maximum of n days is calculated where we will show a
sensitivity study with 2 < n < 7 which corresponds to the usual length of gravity wave
events (e.g., S. P. Alexander et al., 2009; Noel & Pitts, 2012). An example for n = 2
is shown in Figures 3, 4, and 5.

Since T̂ is the amplitude of a sine wave, this should capture the impact of observed
gravity waves in the data, cf. Fig 1. In Sect. 4, it will be shown that WACCM T̂ > 4 K
can be connected to specific gravity wave events reported by the literature, see Fig. 8.
Therefore, we use the WACCM columns with T̂ > 4 K anywhere in the altitude range
between 14 and 34 km where both COSMIC and ERA5 are reliable. In order to account
for the horizontal propagation of the gravity waves, the zonal extension of the region around
the WACCM columns is set to half of the largest scale gravity wave resolved in the ERA5
perturbations (i.e. 500 km, see Appendix A) shifted by 400 km towards the lee of the moun-
tain. In the meridional direction, the region extends to ±5◦ around the WACCM grid
point. An example of one region is illustrated by the white dashed lines in Fig. 3. This
is done all over the globe, which can be seen in Fig. 4 for the same two-day period as
shown in Fig. 3.

Altitude-dependent probability density functions of T̂ in 4-km height bins are cal-
culated for all the datasets, see the example in Fig. 5 for the height bin of 22 to 26 km.
As might be expected due to the limitations of the parametrization, WACCM overes-
timates the large T̂ values and underestimates low T̂ values compared to both COSMIC
and ERA5 (left column of Fig. 5). This is shown by a larger probability density of WACCM
T̂ for T̂ > 5 K. The WACCM T̂ values are scaled by factors between 0.1 and 10 and
the WACCM distribution with a scaling factor minimizing the distance between the global
probability density functions is shown in the right column of Fig. 5. By applying a scal-
ing factor of 0.6 to T̂ in the example altitude bin of Fig. 5, the number of grid points
in WACCM with smaller T̂ increases accordingly.

As mentioned above, these scaling factors are calculated for each 4-km altitude bin
and for varying the number of days to collect the maximum between 2 and 7. The re-
sulting distributions of scaling factors for each altitude bin are shown in Fig. 6, together
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Figure 6. Altitude-dependent distributions of scaling factors using the method illustrated n

Figures 3, 4 and 5 by varying the periods from 2 to 7 days to get max T̂ for all datasets. The

“scaled” experiments use this scaling profile for WACCM T̂ with no scaling (scaling factor 1) at

lower altitudes and a constant scaling factor above 34 km. The “non-scaled” experiment uses a

scaling factor of 1 at all altitudes.

with the average of the medians of COSMIC and ERA5. The stratospheric scaling fac-
tors vary between 0.6 and 0.8 and increase towards 1 at lower altitudes. In the real world,
waves are not monochromatic, so wavepackets can disperse (and thus reduce local am-
plitude) and they can also propagate laterally as already shown, whereas in WACCM
the waves are confined to a column in which they grow as exp(z/2H) until they break.
These limitations will become more and more relevant with increasing altitude, thus lead-
ing to the need to scale down the WACCM values more at higher altitude in order to
bring the model into agreement with COSMIC. Both ERA5 and COSMIC will under-
estimate amplitudes of short λ gravity waves. COSMIC is generally only sensitive to λ >
200 km except in conditions of fortuitous alignment of the satellite line-of-sight with the
wave’s lines of constant phase (M. J. Alexander, 2015; Schmidt et al., 2016). ERA5 will
also damp OGWs with wavelengths smaller than about 160 km due to limited resolution,
and previous studies show effects of the ECMWF model system resolution on OGW tem-
perature amplitudes (Hoffmann et al., 2017; Kruse et al., 2022; Polichtchouk et al., 2022).
Hence, temperature amplitudes are probably overestimated by WACCM but underes-
timated by the datasets which is why we will show results of simulations using the scal-
ing profile of Fig. 6 and unscaled results, see also Table 1.

Due to the seasonal cycle of surface wind and thus gravity wave activity (Hoffmann
et al., 2013), T̂ also shows a seasonal cycle with largest values during local winter. Re-
sults of the monthly and zonal maximum T̂ for the two WACCM simulations and ERA5
are shown in Fig. 7 for January and July 2008, i.e., one month in the respective winter
seasons in each hemisphere.

The gap in WACCM T̂ at around 60 ◦S can be explained by the fact that there are
no mountains at this latitude generating gravity waves. Note that unlike the OGW pa-
rameterization in WACCM, OGWs can propagate horizontally, so they can propagate
into the Drake Passage, which is why there is no corresponding gap in ERA5.

The T̂ values increase with altitude. They reach values as high as 70 K in the non-
scaled simulation, which has not been reported in measurements to date. Kaifler et al.
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Figure 7. Zonal monthly maximum T̂ in January (first row) and July 2008 (second row)

for the (a,d) “Sub-stepping (scaled)” and (b,e) “Sub-stepping (non-scaled)” WACCM simula-

tions and (c,f) ERA5. T̂ in “Stochastic (scaled)” is the same as in “Sub-stepping (scaled)”. For

p < 1 hPa, the nudging of WACCM towards MERRA2 decreases with no nudging for p < 0.3 hPa,

which is why the analysis in this study is restricted to lower altitudes, see also Sect. 2.

(2020) found upper stratospheric T̂ values up to about 40 K above the Andes during an
event in 2018. The scaling applied to T̂ reduces these large values to the range observed
by Kaifler et al. (2020). Figure 7 illustrates that the T̂ values are comparable to ERA5
in pressure range between 5 and 20 hPa when the scaling profile is applied there. Thus,
the scaled T̂ values in WACCM are broadly consistent with observations in the strato-
sphere, and we will investigate illustrative impacts of both the scaled and unscaled T̂ in
this new parametrization on the stratospheric chemistry in the next section.

4 Impacts on the stratospheric chemistry

This section discusses the impact when applying the new T̂ parametrization to the
chemistry in WACCM. We focus the analysis of the influence in the stratosphere. As a
first example, Figure 8 shows timeseries of the daily mean values of various variables at
15 hPa over two hot spots of orographic gravity waves: Svalbard (left column) in the North-
ern Hemisphere and the Antarctic Peninsula (right column) in the Southern Hemisphere
(e.g., Dörnbrack et al., 2017; Noel & Pitts, 2012). Orange, blue and red and black lines
in all panels correspond to the “Sub-stepping (non-scaled)”, “Sub-stepping (scaled)”, “Stochas-
tic (scaled)” and “REF” simulations, respectively.

The two rows at the bottom of Fig. 8 show WACCM T̂ and the absolute temper-
ature with ±T̂ as colored shading and lines, respectively. Time intervals with substan-
tial T̂ values are simulated at both hot spots. In the case of the Antarctic Peninsula, the
gray shaded time periods also indicate when gravity wave events were obtained in the
mesoscale simulation by Noel and Pitts (2012) between June and August 2008. The good
general agreement for the time periods with T̂ > 4 K (black dashed lines in the panel)
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with Noel and Pitts (2012) bolsters confidence in our findings on corresponding chem-
ical impacts, and is why we are using this threshold for comparison with the datasets
in Sect. 3. Note that the simulation by Noel and Pitts (2012) started on 01 June 2008.
The comparison with Noel and Pitts (2012) demonstrates that the new parametrization
is able to represent specific mountain wave events and their intermittent character (e.g.,
Hertzog et al., 2012).

These temperature perturbations have impacts on several aspects of the chemistry
in WACCM. The rows 6 to 8 of Fig. 8 show the timeseries of the surface area density
(SAD) of ice, NAT and super-cooled ternary solutions (STS) for the four model cases.
During periods with increased T̂ , there is also an increase of STS and NAT SADs. Es-
pecially at the start of the winter in May 2008 for the Antarctic Peninsula, the large-
scale temperature is often too high to form PSCs, but with T̂ applied they are formed.
This is consistent with previous studies which found that mountain-wave-induced PSCs
are most important at the start of the polar winter (e.g., McDonald et al., 2009).

The change in PSC surface area density as well as the direct temperature change
and associated reactivity changes due to T̂ then lead to changes in the chlorine and ni-
trogen compounds in the model, which are sometimes substantial (rows 1 to 5). Gaseous
nitric acid (HNO3, fifth row) is taken up by the aerosols and therefore decreases with
the additional appearance of PSCs due to T̂ . N2O5 (fourth row) reacts on the surface
of PSCs and is hence depleted during the events as a result of the T̂ parametrization.
The reactive chlorine species, summarized as ClOx (first row) with

ClOx = Cl + ClO + HOCl + 2 Cl2 + 2 Cl2O2 + OClO (7)

increase due to the increase in PSC SAD, whereas the reservoir species HCl (second row)
is depleted as a consequence, which is known as chlorine activation (e.g., Solomon, 1999).
HCl has a longer lifetime than the active chlorine species, which is why the changes are
transported downstream of the mountain and persist longer than the gravity wave events
themselves can be seen. The change in chlorine nitrate (ClONO2, third row) depends
on the availability of active chlorine and nitrogen. In both of these illustrative time se-
ries, ClONO2 is increased as a result of T̂ , known as the “collar” formation (Solomon
et al., 2016; Toon et al., 1989).

Although overall changes in the concentrations are relatively small, they can be lo-
cally as large as about 50 percent for some species and events. This underscores the im-
portance of considering gravity wave processing in models that may seek to interpret air-
borne or other measurements. For example, attempts to infer the exact temperatures
of chlorine activation processes based on field measurements may require consideration
of gravity wave-driven perturbations. These are better simulated with the sub-stepping
approach to ensure realistic simulation of nonlinear chemistry, since the large temper-
ature fluctuations in successive time steps inherent in the stochastic approach can pro-
duce unrealistic transients in chemical composition on time scales comparable to the model’s
time step.

In summary, Figure 8 shows that the new parametrization is able to reflect spe-
cific gravity wave events with direct impact on the aerosols and the associated chemistry
in the model. As expected from the scaling factor applied, the chemistry response is larger
for the “Sub-stepping (non-scaled)” simulation compared with the REF case. The stochas-
tic method is able to reproduce the chemistry impact of “Sub-stepping (scaled)” in all
the time series shown, with minor differences in its amplitude on specific days.

Chemistry impacts are not only restricted to Svalbard and the Antarctic Penin-
sula, but occur at all known hot spots of orographic gravity waves in the model. Fig-
ure 9 shows global maps of the two-year maximum or minimum relative difference be-
tween “Sub-stepping (scaled)” and REF at 15 hPa for several species in the model. The
largest relative differences are connected to the global hot spots of gravity waves, espe-
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Figure 9. Two-year maximum (left column) and minimum (right column) relative difference

between “Sub-stepping (scaled)” and “REF” simulations of daily averaged (a) ClOx, (b) HCl, (c)

ClONO2 and (d,e) HNO3 at 15 hPa.
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Figure 10. Zonal monthly mean difference between “Sub-stepping (scaled)” or “Sub-stepping

(non-scaled)” and REF simulations in the stratosphere during January and July 2008 for ice

(first row), NAT (second row) and STS (third row) SADs. The blue line shows the zonal mean

tropopause height and the dashed black vertical line separates the polar night from the rest of

the globe. Tropospheric values are whited out; see text for explanation. Please note the different

color ranges for each month and variable.

cially for HNO3 (panel d and e): Svalbard, Iceland, Scandinavian Mountains, Ural Moun-
tains, Andes, Antarctic Peninsula and the edge of the Transantarctic Mountains. These
mountain-wave-induced changes propagate downstream of the mountains, visible in the
daily averaged results shown here. HCl (panel b) and ClONO2 (panel c) have longer life-
times than the active chlorine species so that the changes propagate further downstream,
but there is still a connection to the noted hot spots of orographic gravity waves in their
(negative) changes. As mentioned above, HNO3 (panel d and e) is taken up by PSCs but
it is also produced by heterogeneous reactions on the surface of PSCs (Solomon, 1999).
That is why the largest positive and negative changes in HNO3 can be found directly
above the mountains, where T̂ is largest, cf. Fig. 2, with maximum values locally larger
than 350 % and minimum relative differences down to −54 %. Such substantial changes
could confound interpretation of satellite or in-situ measurements of these species, if grav-
ity wave-induced temperature perturbations are not fully taken into account.

Indeed, on some days in the simulations, chlorine is activated as a result of the T̂
parametrization whereas no active chlorine was obtained without it. This is manifested
by local maximum relative differences in ClOx that can exceed 2000 %.

These large local changes are then transported downstream of the mountains and
mixed with unperturbed air masses and lead to monthly mean changes. Figure 10 shows
the zonal monthly mean differences in SAD of PSCs between the three T̂ simulations and
REF in January and July 2008. Both STS (third row) and NAT (second row) SADs show
an increase in the polar region as a result of T̂ , which is expected from the non-linear
growth of these particles at low temperatures (e.g., Carslaw et al., 1994). Ice (first row)
concentrations are orders of magnitude larger in the troposphere than in the stratosphere.
Since some grid points that contribute to the zonal mean at the tropopause are tropo-
spheric and some points are stratospheric, the largest zonal mean differences relative to
the control run occur at the tropopause. Zonal mean relative differences show larger in-
creases at the edge of the polar vortex in both months, see Fig. S2 in the supplement.
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Figure 11. Zonal monthly mean relative differences for ClOx (first row), ClONO2 (second

row) and HCl (third row) for the winter polar latitudes. Relative differences with absolute values

lower than 1 pptv are removed from the analysis. Otherwise, same configuration as in Fig. 10.

Changes are also obtained in particle abundances (ice, NAT, and STS) near the trop-
ical tropopause, where temperatures approach values as cold as the Antarctic vortex, par-
ticularly in the summer when monsoon heterogeneous chemistry can be significant (Solomon
et al., 2016). This raises the potential for impacts on cirrus, and water vapor transport
into the stratosphere, but these are beyond the scope of the present paper. The decrease
of the STS SAD above the tropical tropopause in January 2008 can probably be explained
by the lowest absolute temperatures combined with increased T̂ values in this region where
the warm phase of the OGW will significantly (and non-linearly) decrease the SAD of
sulfates. In addition, the HNO3 volume mixing ratio in the model is lower at the trop-
ical tropopause region than in the polar winter, so that increases of the SAD due to lower
temperature are not as large as in the polar regions (e.g., Carslaw et al., 1994, for the
temperature and HNO3 dependence of the SAD).

All species discussed in this section also show changes in the troposphere. These
occur with irregular patterns as soon as something is changed in the applied parametriza-
tions. To test the reason for this, a simulation randomly perturbing the initial temper-
ature of REF on the order of 10−14 K, as done in previous work with CESM (Kay et al.,
2015; Stone et al., 2019; Shah et al., 2022), led to similar tropospheric changes of these
species, see Fig. S3 in the supplement for ozone. Thus, these changes are apparently a
result of the dynamical changes due to slightly different solution of the chemistry equa-
tions in the model after adding the new parametrization, and the troposphere is there-
fore excluded from the analysis of this study. In the stratosphere, the mixing ratios of
these species are larger and the time scales are longer than in the troposphere where they
are partly determined by convective transport, so that these changes are relatively small
in the stratosphere.

The changes in aerosol SAD as well as the change in temperature itself due to T̂
result in changes of many gas-phase species. Figure 11 shows the zonal monthly mean
relative changes of the chlorine species for the same months in the winter high latitudes.
As expected from the timeseries in Fig. 8, both ClOx and ClONO2 are increased in the
winter polar lower stratosphere whereas HCl is decreased. The changes are larger in the
southern compared to the northern winter and depend on the scaling employed, which
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Figure 12. Zonal monthly mean relative differences for HNO3 (first row), N2O5 (second row)

and NOx (third row). Otherwise, same configuration as Fig. 10.

emphasizes that the changes are due to T̂ and not to other processes in the model. In
the “Sub-stepping (scaled)” simulation, zonal monthly mean relative differences as high
as 30 %, 50 % and −20 % can be found for ClOx, ClONO2 and HCl, respectively, in these
regions. This implies substantial gravity wave-driven impacts that could influence inter-
pretation of observations of those species. The monthly and zonally averaged stratospheric
response in terms of chlorine activation is similar for the stochastic approach compared
to “Sub-stepping (scaled)”.

Many of the stratospheric changes are located at the edge of the polar vortex where
gradients are large and temperatures approach the thresholds of PSC chemistry, and hence
display an increased sensitivity to temperature changes. This is shown by the curved shape
of the changes, especially for ClOx and southern winter ClONO2 and HCl. Since the north-
ern hemisphere polar vortex is unstable compared to the southern hemisphere vortex,
the changes in the longer-lived (and therefore transported) ClONO2 and HCl are not as
confined in latitude as those in the southern hemisphere.

The comparison of the “Sub-stepping (scaled)” and “Sub-stepping (non-scaled)”
experiments demonstrates the importance of a correct representation of gravity wave tem-
perature perturbations in the chemistry of WACCM. Although T̂ is only increased by
about 60 % the changes in ClOx and HCl in the “Sub-stepping (non-scaled)” simulation
are larger than the scaling factor in T̂ . This illustrates the non-linearity of the chemistry
response on temperature changes.

Changes due to the gravity wave temperature perturbations can also be seen in the
nitrogen-containing species, see Fig. 12 for the zonal monthly mean relative differences
of HNO3 (first row), N2O5 (second row) and NOx (third row), where

NOx = N + NO + NO2 (8)

As already discussed, the impact of temperature on the chemistry of HNO3 is two-
fold, which is why the net effect in the lower stratosphere is small. In January 2008, the
net relative differences near 30 hPa in the polar region are lower than 3 %. In July, the
increase due to the heterogeneous reactions slightly dominates the uptake with relative
differences around 6 % in the “Sub-stepping (non-scaled)” simulation. The increase of
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Figure 13. Same as Fig. 11 but for O3 in March and October 2008.

HNO3 in the “Stochastic (scaled)” simulation at around 7 hPa in the respective winter
also occurs in the other simulations, but is one order of magnitude smaller. This can be
explained by an increased SAD of aerosols in this region. N2O5 reacts with water va-
por on the surface of PSCs, which is why the largest negative changes in the lower strato-
sphere are connected to the occurrence of PSCs and the chlorine chemistry, cf. Figs. 10
and 11. NOx is a by-product of the N2O5 chemistry so that the changes on the order
of around −20 to −45 % are correlated with that of N2O5.

Both HNO3 and N2O5 in the “Sub-stepping (scaled)” and “Sub-stepping (non-scaled)”
simulations show relative changes at around 1 hPa that do not change with the applied
scaling factor. This effect can also be seen in species like OClO, HOCl, ClO (not shown).
By sensitivity simulations that change the number of chemistry sub-steps but not the
temperature it was found that these relative differences are a result of the sub-stepping
rather than a physical effect. These artifacts are therefore removed when using the stochas-
tic approach, where no sub-stepping is applied.

A number of these species can in principle influence ozone, but we find that effects
on ozone are quite small at least in the monthly average. The impact on ozone in terms
of zonal monthly mean relative differences is illustrated in Fig. 13. Generally, the im-
pact on ozone is most prominent at the end of the polar ozone depletion season. There-
fore, the relative changes for ozone are shown for March and October 2008. Since air masses
subside in the polar vortex, the maximum lower stratospheric changes in ozone occur at
lower altitudes than that of PSCs, chlorine and nitrogen species in the previous figures.
At the end of the northern hemispheric winter, changes between −1 and −2 % can be
related to the gravity wave temperature perturbation. In the southern hemisphere dur-
ing October, the changes are larger with −3 to −8 % in the pressure range from about
100 to 30 hPa.

Monthly average negative changes in ozone occur all over the Antarctic Continent,
as can be seen in terms of total column ozone in Fig. 14 averaged over all simulated Oc-
tober months. The changes are on the order of −2 to −4 DU in the “Sub-stepping (scaled)”
and “Sub-stepping (non-scaled)” simulations and less than −1 DU in the “Stochastic (scaled)”
simulation. Orr et al. (2020) found larger changes with their approach to account the
interaction between OGWs and PSCs using the UK-UMCA model. They obtained lo-
cal changes for October 2000 up to ±7.5 DU. However, their simulation was free-running
with boundary conditions for 2000 and these changes are a result of both chemistry and
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Figure 14. Average difference between (a) “Stochastic (scaled)”, (b) “Sub-stepping (scaled)”

or (c) “Sub-stepping (non-scaled)” and REF of total column ozone over the Antarctic Continent

for October 2007 and 2008. Same colorbar as by Orr et al. (2020).

a horizontal shift of the polar vortex. Further, they applied the temperature change to
PSCs only and the direct effect on the chemistry was missing. Perhaps most important,
they accounted for the cold phase of the gravity wave only, while here we consider the
full temporal evolution of the wave through its warm as well as cold phases, and the po-
tential for cancellation between the two. The more nearly linear the chemistry is, the
more complete the cancellation will be. On the other hand, nonlinear chemistry would
be expected to yield a net effect. Hence, their simulations were a maximum estimate of
the gravity wave effect.

In summary, we have shown in this section that the T̂ parametrization leads to no-
table changes of the polar stratospheric chemistry at all known hot spots of orographic
gravity waves on the globe. Gravity-wave-induced temperature changes lead to enhanced
formation of aerosols and heterogeneous chemistry, resulting in increased chlorine acti-
vation and decreased polar ozone. Thus, this study enables the chemistry climate mod-
eling community to account for this process in a consistent way.

5 Discussion and Conclusions

In this study, we developed a method to account for subgrid-scale gravity wave tem-
perature perturbations in the chemistry on a global scale, a missing piece in chemistry-
climate models. The method uses the subgrid-scale gravity momentum flux and large-
scale parameters like the wind speed and the vertical gradient of the potential temper-
ature to calculate a temperature perturbation amplitude due to gravity waves. This am-
plitude is then applied either by a sub-stepping of the chemistry with a sine-wave per-
turbation of the grid-scale temperature or by sine-wave distributed random temperature
perturbations.

The temperature amplitudes T̂ were compared with COSMIC satellite radio oc-
cultation measurements and ERA5 reanalysis data, which are both suitable datasets for
information about gravity waves on a global scale. By comparing the T̂ distributions of
WACCM and the two datasets at altitudes between 14 and 34 km, we found that scal-
ing factors between 1 and 0.6 depending upon altitude minimize the differences in the
probability density distributions of the temperature perturbations. Since both COSMIC
and ERA5 underestimate T̂ for the shorter horizontal scale OGW, we tested effects of
both scaled and unscaled WACCM sub-grid scale T̂ .

We presented various examples illustrating that the new parametrization leads to
local as well as global changes in the model chemistry, many of which can be explained
by the non-linear temperature dependence of both the formation of aerosols and asso-
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ciated heterogeneous chemistry and the gas-phase chemistry. Some of these changes can
be locally very large (much more than 100 %), which could influence interpretation of
satellite or in-situ measurements. The parametrization is able to represent specific moun-
tain wave events which enables future studies of the chemistry impact of local events even
with a global model. The gravity wave temperature perturbations leads to increased chlo-
rine activation and a corresponding reduction of species that react heterogeneously on
PSCs as well as a zonal mean reduction of ozone between 3 and 8 % in the lower strato-
sphere.

The method as described in this study applies to orographic gravity waves only.
An extension to non-orographic gravity waves would be desirable for the future, in or-
der to be able to investigate the influence of weather systems like tropical storms, jets,
fronts and convection on the chemistry (e.g., Wright, 2019; Zou et al., 2021).

For a comparison of the model with measurements, observations with appropriately
high spatial resolution would be needed. Satellite measurements are typically averaged
either in the vertical or in the horizontal and have to be averaged in time to reduce the
signal-to-noise ratio which makes it difficult to see the chemistry changes shown in this
study. Measurement campaigns like SOUTHTRAC-GW (Rapp et al., 2021) could help
to assess and reduce errors in the model and compare the stochastic with the sub-stepping
approach for specific case studies. While the sub-stepping of the chemistry decreases the
overall performance of the model, it could be useful for detailed comparisons with air-
borne measurements where data at single time steps and grid points are needed. The
stochastic approach leads to similar results on long-term averages but should not be used
for comparisons at single grid points. Therefore, the latter could be useful for long-term
simulations as it accounts for warm and cold phase of the gravity wave without impact-
ing the model’s computation time.

Consistent with previous studies like McDonald et al. (2009), the results of this study
suggest that gravity-wave-induced temperature perturbations increase the period with
chlorine activation, since we found the largest changes at the start and the end of the
local winter. This work rises further questions that could be tackled by future simula-
tions:

1. What is the impact of gravity wave temperature perturbations on ozone recov-
ery?

2. What is the dynamical effect of this process in the model?

3. What are the impacts at altitudes higher than 1 hPa?

Our study focused on stratospheric chemistry, but there are also changes in the tro-
posphere. Further work is needed to investigate the tropospheric changes as they appear
to be associated with dynamical rather than chemical changes. The T̂ values in the meso-
sphere are expected to be even larger. With a different model set-up, the changes at these
altitudes in the model could also be investigated.

The response of WACCM’s chemistry to the applied temperature perturbations is
consistent with expectations from previous studies which were not able to account for
this process on a global scale. The method should be easy to implement in other chemistry-
climate models as well. We hope that this study assists other chemistry climate researchers
who seek to account for subgrid-scale gravity wave temperature perturbations.

Appendix A Datasets

As discussed in Sect. 3, we compare the WACCM T̂ with COSMIC satellite mea-
surements and ERA5 reanalysis data which are briefly summarized in this section, to-
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gether with the method to derive the gravity wave temperature perturbations from the
temperature fields of each dataset.

A1 COSMIC

COSMIC (Rocken et al., 2000) provided high-precision global positioning system-
based radio occultation measurements of temperature and humidity with an uncertainty
of less than 1 K (Scherllin-Pirscher et al., 2011). Since the measuring satellite in low-Earth
orbit could receive signals from whichever GPS satellite is in its view, the profiles are
scattered irregularly in time and location on Earth. COSMIC provided nearly global cov-
erage each day with higher density in the mid-latitudes (Wang & Alexander, 2010). Ad-
ditionally, the vertical resolution of about 1 km for wave observations makes the mea-
surements suitable for investigation of gravity waves in the atmosphere (e.g., Schmidt
et al., 2016; Scherllin-Pirscher et al., 2021). The measurements are reliable in the strato-
sphere up to 38 km altitude (Wang & Alexander, 2010) and the mission covered the pe-
riod from mid 2006 to mid 2020. Due to the limb-like viewing geometry of the satellite,
horizontal resolution is limited to about 300 km (e.g., Kursinski et al., 1997). Depend-
ing on the orientation of the gravity wave to the line of sight, shorter scale gravity wave
amplitudes are underestimated by radio occultation measurements, as described e.g. by
Schmidt et al. (2016).

In order to derive gravity wave properties from the COSMIC temperature measure-
ments, it is necessary to separate planetary waves, such as Kelvin and Rossby waves, from
the gravity waves of interest here. We apply the method by Wang and Alexander (2010)
to the COSMIC measurements which consists of a binning of the data to a 15x10 longitude-
latitude grid for each level, applying a longitude-dependent Stockwell-transform (Stockwell
et al., 1996) to each altitude and latitude bin, interpolating the temperatures back to
the profile locations and subtracting this large-scale signal from the original measure-
ments. The coverage of the measurements requires the large-scale temperature to be de-
fined by zonal wavenumbers 0–6 (Wang & Alexander, 2010). Thus, this removes the largest
wavelengths from the temperature, but remnants of planetary waves might still remain
in the resulting temperature perturbations. As suggested by Wang and Alexander (2010),
we bin the temperatures on a daily basis, but we use a sine fit or (where both are im-
possible) a nearest neighbor interpolation with four neighbors to fill remaining gaps. We
use the “wet” temperature profiles which account for humidity and can therefore be used
at lower altitudes than the dry profiles.

A2 ERA5

Since publication of the fifth generation reanalysis product by ECMWF ERA5 (Hersbach
et al., 2020), it has been shown that it is able to directly resolve a large fraction of grav-
ity waves (Dörnbrack, 2021; Dörnbrack et al., 2022; Kaifler et al., 2020) although it will
be missing or underestimating amplitudes of short horizontal wavelength OGW (Hoffmann
et al., 2017; Kruse et al., 2022). Therefore, it is suitable as a reference for gravity wave
studies. In contrast to satellite measurements, it provides hourly global coverage.

In the method by Dörnbrack et al. (2022), gravity wave temperature perturbations
are extracted from the ERA5 data by removing the truncation at 21 wavenumbers (T21)
from the full spectral resolution output of ERA5. This ensures that the temperature per-
turbations consist of horizontal wavenumbers larger than 22, i.e. wavelengths smaller than
about 1000 km at 60◦S/N (Gupta et al., 2021). The horizontal grid spacing of 0.28125
degrees limits the possible analysis to wavelengths larger than about 160 km.

Gravity waves in ERA5 are damped starting at 1 hPa (Kaifler et al., 2020). In ad-
dition, the hybrid coordinates of ERA5 in the vertical induce large temperature pertur-
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bations directly at mountain surface levels. In order to minimize both effects, we limit
our analysis to pressure levels between 5 and 100 hPa.

Open Research

COSMIC data are downloaded from UCAR COSMIC Program (2006). ERA5 data
are downloaded using the Climate Data Store (CDS) API (Hersbach et al., 2017). Model
simulation data and the scripts used to create the figures are available online using the
following link: https://www.acom.ucar.edu/DOI-DATA/dkin/JAMES Weimer 2022. The
model code (software) modifications to add the parametrization to the published ver-
sion of CESM2.1.1 (see Danabasoglu et al., 2020) can also be found using this link.
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1. Figures S1 to S3

Introduction

Figure S1 gives examples of the impact on the chlorine species when using the sub-

stepping approach but with three and five sub-steps instead of ten. By using fewer sub-

steps than ten, the sampling of the wave (green dots in Fig. 1a of the main manuscript)

has to be chosen. We decided to use T + T̂ , T and T − T̂ of the wave for three times
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sub-stepping and T + T̂ , T +
√

2T̂ , T , T −
√

2T̂ and T − T̂ for five sub-steps of the

chemistry.

Figure S2 shows the relative difference of the SADs of stratospheric aerosols, which

emphasizes the edge regions of the polar vortex.

Figure S3 shows the ozone changes in January 2007 including the troposphere and a

simulation perturbing the initial temperature of REF.
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Figure S1. Same as Fig. 11 of the main manuscript, but using 3, 5 and 10 sub-steps of the

chemistry.

Figure S2. Same as Fig. 10 of the main manuscript, but showing the relative differences.
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Figure S3. Zonal mean relative differences in ozone of a simulation perturbing the initial

temperature by order 10−14 K, and the simulations shown in the main manuscript.

November 1, 2022, 5:03pm


