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Abstract

Stratospheric aerosol injection (SAI) has been shown in climate models to reduce some impacts of global warming in the Arctic,

including the loss of sea ice, permafrost thaw, and reduction of Greenland Ice Sheet (GrIS) mass; SAI at high latitudes could

preferentially target these impacts. In this study, we use the Community Earth System Model to simulate two Arctic-focused

SAI strategies, which inject at 60°N latitude each spring with injection rates adjusted to either maintain September Arctic sea

ice at 2030 levels (“Arctic Low”) or restore it to 2010 levels (“Arctic High”). Both simulations maintain or restore September

Arctic sea ice to within 10% of their respective targets, reduce permafrost thaw, and increase GrIS surface mass balance by

reducing runoff. Arctic High reduces these impacts more effectively than a globally-focused SAI strategy that injects similar

quantities of SO2 at lower latitudes. However, Arctic-focused SAI is not merely a “reset button” for the Arctic climate, but

brings about a novel climate state, including changes to the seasonal cycles of Northern Hemisphere temperature and sea ice and

less high-latitude carbon uptake relative to SSP2-4.5. Additionally, while Arctic-focused SAI predominantly cools the Arctic,

its effects are not confined to the Arctic, including detectable cooling throughout most of the northern hemisphere for both

simulations, increased mid-latitude sulfur deposition, and a southward shift of the location of the Intertropical Convergence

Zone (ITCZ).
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Abstract
Stratospheric aerosol injection (SAI) has been shown in climate models to reduce some
impacts of global warming in the Arctic, including the loss of sea ice, permafrost thaw,
and reduction of Greenland Ice Sheet (GrIS) mass; SAI at high latitudes could prefer-
entially target these impacts. In this study, we use the Community Earth System Model
to simulate two Arctic-focused SAI strategies, which inject at 60°N latitude each spring
with injection rates adjusted to either maintain September Arctic sea ice at 2030 lev-
els (“Arctic Low”) or restore it to 2010 levels (“Arctic High”). Both simulations main-
tain or restore September Arctic sea ice to within 10% of their respective targets, reduce
permafrost thaw, and increase GrIS surface mass balance by reducing runoff. Arctic High
reduces these impacts more effectively than a globally-focused SAI strategy that injects
similar quantities of SO2 at lower latitudes. However, Arctic-focused SAI is not merely
a “reset button” for the Arctic climate, but brings about a novel climate state, includ-
ing changes to the seasonal cycles of Northern Hemisphere temperature and sea ice and
less high-latitude carbon uptake relative to SSP2-4.5. Additionally, while Arctic-focused
SAI predominantly cools the Arctic, its effects are not confined to the Arctic, including
detectable cooling throughout most of the northern hemisphere for both simulations, in-
creased mid-latitude sulfur deposition, and a southward shift of the location of the In-
tertropical Convergence Zone (ITCZ).

Plain Language Summary

The injection of reflective particles called sulfate aerosols into the atmosphere to
reflect sunlight, commonly called “stratospheric aerosol injection” (SAI) or simply “geo-
engineering”, could be used alongside emission cuts and CO2 removal to cool the planet
and reduce global warming. Concentrating this particle injection at high latitudes could
be used to preserve the Arctic. We simulate such “Arctic-focused” geoengineering and
find that it does indeed preserve sea ice, permafrost, and the Greenland Ice Sheet. How-
ever, focusing on the Arctic also introduces complications: large quantities of carbon are
stored by plants at mid-to-high latitudes, and cooling the Arctic may reduce their abil-
ity to take up carbon from the atmosphere. Additionally, cooling just the Arctic could
affect the way heat is transported around the planet, changing important precipitation
patterns in the tropics. Finally, most of the injected sulfur would come back down in the
highly-populated middle latitudes and the relatively pristine high latitudes, likely affect-
ing ecosystems in both regions.

1 Introduction

The Arctic is especially vulnerable to global warming; high latitudes respond more
strongly to external forcing than the rest of the planet by a factor of two to four, a phe-
nomenon referred to as Arctic amplification (Previdi et al., 2021; England et al., 2021;
Pithan & Mauritsen, 2014), and this faster warming in the Arctic is predicted to have
consequences for the rest of the world. The extent of sea ice, which insulates the ocean
from sunlight and plays crucial dynamic and thermodynamic roles in the Arctic climate
and ecosystems, has decreased in all months of the year over the 1980-2018 period (Stroeve
& Notz, 2018), and there is a very high likelihood that the Arctic Ocean will become ice-
free in summertime before mid-century (Notz & Stroeve, 2018). Permafrost - perennially-
frozen soil at high latitudes - contains an estimated 1300 Pg (Hugelius et al., 2014) to
1600 Pg (Tarnocai et al., 2009) of carbon, with approximately 500 Pg of this reservoir
contained in the topmost meter of soil (1 Pg = 1 Gt = 1015 g). Globally, permafrost tem-
peratures have increased by an average of 0.29◦C over the last two decades (Biskaborn
et al., 2019), and as permafrost thaws under strong warming scenarios, an estimated 5-
15% or more of the carbon contained in the permafrost zone may decompose and be re-
leased into the atmosphere as CO2 or CH4 (Schuur et al., 2015; Plaza et al., 2019). Lastly,
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the mass balance of the Greenland Ice Sheet (GrIS) has transitioned from approximately
neutral in the 1990s to increasingly negative over the past 20 years (Bamber et al., 2018).
The observed annual contribution of the GrIS to global mean sea level rise has increased
since the 1990s (Mouginot et al., 2019), and the IPCC’s 6th Assessment Report estimates
that the GrIS will likely contribute a total of 1-10 cm of sea level rise by 2100 under a
low-emissions scenario and 9-18 cm under a high-emissions scenario (Fox-Kemper et al.,
2021).

The artificial reflection of sunlight to cool the earth’s surface, referred to hence-
forth as solar radiation modification (SRM) but also varyingly called solar geoengineer-
ing, climate engineering, solar radiation management, or solar climate intervention, has
been proposed as a possible additional response to global warming alongside emission
mitigation and carbon dioxide removal. Of the proposed methods of SRM, the best un-
derstood is stratospheric aerosol injection (SAI), which aims to mimic the global cool-
ing that follows large volcanic eruptions. The effects of SAI on the surface climate de-
pend on the latitude(s) of injection; therefore, the question of SAI is not just whether
or not to deploy, but also how. The majority of SAI simulations thus far use low-latitude
injections (e.g., 30° and 15°N and S) to cool the planet relatively evenly (Kravitz et al.,
2017; Tilmes et al., 2018, 2020; MacMartin & Kravitz, 2019; MacMartin et al., 2022; Richter
et al., 2022); such ”globally-focused” strategies have been found to preserve sea ice, and
they can even be designed with sea ice preservation as a primary goal (W. Lee et al., 2020).
Low-latitude SAI could also slow the degradation of permafrost and mitigate carbon loss
(Chen et al., 2020; H. Lee et al., 2019) and preserve Greenland ice sheet mass (Moore
et al., 2019). However, an “Arctic-focused” strategy (for example, injecting at 60°N in
the springtime), could more efficiently cool the high latitudes with less cooling at lower
latitudes, thus preferentially targeting impacts in or near the Arctic (Robock et al., 2008;
W. Lee et al., 2021). However, Arctic-focused SAI could also introduce complications;
for example, hemispherically asymmetric cooling could push the ITCZ towards the op-
posite hemisphere, impacting tropical precipitation (Haywood et al., 2013; Krishnamo-
han & Bala, 2022), and both Robock et al. (2008) and Jackson et al. (2015) observed
such a disruption in the summer monsoons for high-latitude injection. Additionally, lo-
cal impacts such as sulfur deposition would impact ecosystems and the people who live
in them. Timely research of the physical impacts of SAI is crucial to inform future decision-
making (National Academies of Sciences, Engineering, and Medicine, 2021); however, Arctic-
focused SAI has received comparatively less research attention relative to globally-focused
strategies. Robock et al. (2008) compared tropical and high-latitude injections to observe
the effects on surface temperature, precipitation, and sea ice, but the injection amounts
were relatively small and the study only considered 10-year averages for many of its re-
sults, making the signal-to-noise ratio quite low. That study also injected year-round for
both strategies, whereas spring injection has been found to be more efficient for high-
latitude injection (W. Lee et al., 2021) Additionally, climate models have evolved sub-
stantially over the past 15 years; for example, Robock et al. (2008) used a bulk aerosol
treatment, whereas many present-day models use more complex modal treatments. Jackson
et al. (2015) found that Arctic sea ice could be recovered with springtime high-latitude
injection, but the primary focus of that study was to assess the controllability of Arc-
tic sea ice rather than to diagnose the effects of SAI; those simulations introduced ad-
ditional noise to the model output, added several explosive volcanic eruptions, and made
random changes to the timing of injection to challenge the control algorithms. Beyond
surface temperature, precipitation, and sea ice, the other possible impacts of Arctic-focused
SAI (such as permafrost and GrIS surface mass balance) remain largely unanalyzed.

While large, hemispherically-asymmetric injections may ultimately prove unten-
able due to the possible effects on tropical precipitation, it is plausible that an SAI strat-
egy could include some amount of injection at 60°N, possibly alongside Antarctic or trop-
ical southern hemisphere injection. Simulating Arctic-focused SAI is important to be-
gin i) understanding the effects of SAI on the Arctic, and ii) quantifying possible side-
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effects, such as changes to tropical precipitation. In this study, we aim to provide a com-
prehensive analysis of Arctic-focused SAI by simulating two high-latitude injection strate-
gies and comparing them to three globally-focused strategies. Section 2 describes our method-
ology, including the climate model and experimental design process. In Section 3, we in-
vestigate how our strategies affect the climate system: we begin by diagnosing changes
to shortwave (SW) and longwave (LW) energy budgets, and we then analyze the effects
of our strategies on the Arctic and global surface environments, including sea ice extent,
permafrost carbon flux, GrIS mass, surface temperature, and precipitation. In Section
4, we present our conclusions and discuss the implications of our research for future work.
Additional results (including effects on ozone and the Atlantic Meridional Overturning
Circulation) and information about statistical methods and feedback algorithm design
are documented in the Supporting Information (SI).

2 Methods

2.1 Climate Model

Our simulations are conducted using version 2 of the Community Earth System Model
(CESM2, described by Danabasoglu et al. (2020)) with version 6 of the Whole Atmo-
sphere Community Climate Model (WACCM6, described by Gettelman et al. (2019))
as the atmospheric component, run using the “middle atmosphere” (MA) chemistry mech-
anism to improve computational efficiency by greatly reducing the tropospheric chem-
istry scheme. We denote this configuration as CESM2(WACCM-MA). The configura-
tion is the same as that used by the globally-focused strategies of MacMartin et al. (2022),
to which we will compare our Arctic-focused simulations. CESM2 is a state-of-the-art
Earth System Model with fully-coupled atmosphere, ocean, land, sea ice, land ice, river,
and wave components, and WACCM6 has a horizontal resolution of 0.95° latitude x 1.25°
longitude and 70 vertical model levels extending up to 140 km, or 4.5 x 10-6 hPa. CESM2(WACCM6)
performs well in modeling sea ice behavior relative to observations; it matches observed
seasonal cycles and decreasing trends of sea ice extent and volume (DuVivier et al., 2020)
and matches historical sea ice extent and volume observations as well as or better than
any other model in Phase 6 of the Coupled Model Intercomparison Project (Notz & SIMIP,
2020). The middle atmosphere variant of CESM2(WACCM6) used here is similar to con-
figurations of CESM1(WACCM) (Mills et al., 2017) used in the Geoengineering Large
Ensemble (GLENS) project (Kravitz et al., 2017; Tilmes et al., 2018).

WACCM6 uses version 4 of the Modal Aerosol Model (MAM4), which uses a three-
bin aerosol distribution system and has been validated against in-situ observations (Liu
et al., 2016; Mills et al., 2017). The oceanic component is version 2 of the Parallel Ocean
Program (POP2, Smith et al. (2010); Danabasoglu et al. (2012)); the land component
is version 5 of the Community Land Model (CLM5, Lawrence et al. (2019)); and the sea
ice component is version 5.1.2 of the Los Alamos Sea Ice Model (CICE5, Hunke et al.
(2015)). The land ice component is version 2.1 of the Community Ice Sheet Model (CISM2,
Lipscomb et al. (2019)), which is run over Greenland at a 4-km resolution. Surface tem-
perature and surface mass balance for glaciated cells are computed in CLM5, downscaled
to the finer resolution through linear (vertical) and bilinear (horizontal) interpolation,
and passed to CISM2 through the coupler. CISM2 is run with one-way coupling, mean-
ing the GrIS does not evolve, and the mass changes therefore exclude ice dynamics.

2.2 Simulation Design

Our Arctic Low and Arctic High simulations each begin in the year 2035, branch-
ing from the SSP2-4.5 scenario, and end at the beginning of 2070. SSP2-4.5 has three
ensemble members; Arctic Low and Arctic High both branch from the first member, but
all three ensemble members are used for analysis in subsequent sections except for plots
of cloud optical depth and sulfur deposition, for which only the data from the first mem-

–4–



manuscript submitted to Earth’s Future

Table 1. Simulation Parameters

Name Inj. Latitude Inj. Months Targeta Ref. Periodb

Arctic Low 60◦N MAMc 1.98 million km2 2020-2039
Arctic High 60◦N MAM 4.45 million km2 2000-2019
Global+1.5 30◦N/15◦N/15◦S/30◦S All 288.5 K 2020-2039
Global+1.0 30◦N/15◦N/15◦S/30◦S All 288.0 K 2007-2028
Global+0.5 30◦N/15◦N/15◦S/30◦S All 287.5 K 1993-2012

aSeptember sea ice extent (if millions km2) or global mean temperature (if K)
bPeriod of Historical/SSP2-4.5 when the average of the target metric equals the target value
cMarch, April, May

ber was saved. Each SSP2-4.5 ensemble member begins in 2015, branching from three
respective ensemble members of a Historical simulation. The SSP2-4.5 background, sim-
ulation length, and start date are chosen to allow comparison with the globally-focused
strategies of MacMartin et al. (2022), which also use CESM2(WACCM-MA) and have
the same background, duration, and start date. 35 years of model output is sufficiently
long to account for a transient period ( 15 years) at the beginning of the simulation af-
ter SAI is first introduced while still providing 20 years for analysis.

Both Arctic High and Arctic Low use SAI to regulate the extent of Northern Hemi-
sphere September sea ice (SSI) by injecting at 60°N in springtime, approximately 5 km
above the tropopause, as in W. Lee et al. (2021). W. Lee et al. (2021) found that con-
centrating the injection in the springtime approximately doubles the effect of SAI on SSI
recovery relative to year-round injection. We implement our injection strategy by plac-
ing SO2 into the 60.6°N, 180°E grid box bounded by the 110 and 130 hPa pressure in-
terfaces (corresponding to an altitude of approximately 14.7-14.9 km) during March, April,
and May (MAM) in each year of simulation. For Arctic Low, the target September sea
ice extent is the 2020-2039 SSP2-4.5 average (first ensemble member only) in the CESM2(WACCM6-
MA) configuration, equal to 1.98 million km2; this “reference period” is the same as those
of MacMartin et al. (2022). For Arctic High, we choose a higher target, which is the 2000-
2019 Historical and SSP2-4.5 average (4.45 million km2, also using only the first ensem-
ble member). Simulation details are summarized in Table 1.

The quantity of SO2 injected each year is chosen by a control algorithm (MacMartin
et al., 2014; Kravitz et al., 2017); each year of simulation, the algorithm calculates the
amount of SO2 needed in order to restore sea ice to the target extent. The algorithm con-
sists of a feedforward and a feedback component: the feedforward component prescribes
a linearly increasing injection rate chosen based on the best guess of the injection required
to maintain the target sea ice extent, and the feedback component corrects for uncer-
tainty by adjusting the injection rate each year based on the performance of the controller.
The feedforward and feedback gains are derived from the changes in sea ice extent in the
MAM-60 simulation of W. Lee et al. (2021) relative to the background simulation (RCP8.5);
while those simulations use an earlier version of the climate model as well as a different
forcing scenario, the feedback term in our algorithm corrects for any uncertainty, and
our results demonstrate that this is sufficient to control for sea ice despite the difference
in model versions. The feedforward gains used for our simulations are 0.272 Tg/yr for
Arctic Low and 6.109 Tg + 0.272 Tg/yr for Arctic High (with the offset in the Arctic
High case to account for the sea ice difference between the reference time period of 2000-
2020 and the first year of the simulation); the feedback gain used for both simulations
is 0.491 Tg per year per million km2 (i.e., the injection quantity each year is adjusted
up or down by 0.491 Tg for each million km2 of the total time-integrated difference be-
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Figure 1. SO2 injection rates and stratospheric aerosol optical depth (AOD) at the 550nm

wavelength for the Arctic Low and Arctic High simulations, with comparison to global strategies

described in MacMartin et al. (2022). Panel (a) plots injection rate as a function of time; shading

denotes ensemble spread. Panel (b) plots seasonal cycles of global mean 550nm stratospheric

AOD, averaged over the 2050-2069 period; error bars denote standard error as described in Text

S2. Panels (c) and (d) plot seasonal cycles of zonal mean 550nm stratospheric AOD for Arctic

High and Global+1.5, respectively, averaged over the 2050-2069 period.

tween model output and the target). The algorithm design process is described in more
detail in Text S1.

In Figure 1, we present SO2 injection rate and stratospheric aerosol optical depth
(AOD) data for our simulations of Arctic-focused SAI, alongside globally-focused sim-
ulations from MacMartin et al (2022). Shading and error bars in Fig. 1 and subsequent
figures denote standard error as defined in Text S2 of the Supporting Information. The
globally-focused simulations considered here all inject year-round at 30°N, 15°N, 15°N,
and 30°S to control global mean temperature (T0), the interhemispheric temperature gra-
dient (T1), and the equator-to-pole temperature gradient (T2). The three simulations
have global mean temperature targets of 1.5◦C, 1.0◦C, and 0.5◦C above preindustrial
conditions, respectively; we refer to them here as “Global+1.5,” “Global+1.0,” and “Global+0.5,”
respectively. Each has three ensemble members. Averaged over the last 20 years of sim-
ulation (2050-2069), Arctic Low injects 5.57 ± 0.09 Tg/yr, Arctic High injects 10.66 ±
0.10 Tg/yr, and Global+1.5 injects 8.58 ± 0.04 Tg/yr (± denotes standard error as in
Text S2 of the Supporting Information). Compared to the Global+1.5 ensemble aver-
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age, Arctic High and Arctic Low produce less than half and less than a quarter, respec-
tively, of the area-weighted, globally-averaged, annual mean AOD (0.06 and 0.03 com-
pared to 0.14). However, for latitudes above 60°N, Arctic High and Arctic Low AODs
are twice as large as Global+1.5 and comparable to Global+1.5, respectively (0.24 and
0.14 compared to 0.12). Averaged only over June, July, and August, the high-latitude
AOD for Arctic High and Arctic Low approximately doubles relative to year-round, whereas
Global+1.5 is unchanged (0.44 and 0.25 compared to 0.12).

3 Results

3.1 Changes to Radiative Fluxes

A starting point for understanding how the increased AOD in Fig. 1c affects the
climate system is to evaluate the net changes in shortwave (SW) radiative fluxes. These
are determined not only by the addition of the aerosols, but also by resulting changes
in surface albedo (primarily increases in snow and ice extent at high latitudes) that am-
plify the initial forcing, and changes in cloud cover that both reduce the net forcing and
change the spatial distribution. In Figure 2, we present changes to shortwave (SW) ra-
diative fluxes for Arctic High relative to SSP2-4.5, averaged over the 2050-2069 period;
the figure also plots changes to atmospheric sulfur burden, surface albedo, and cloud op-
tical depth, which affect SW forcing. The peak sulfur concentration is found closest to
the pole (Fig. 2i); this correlates to the AOD distribution in Figure 1c, as well as to changes
in clearsky (i.e., in the absence of clouds) downwelling surface SW flux, which is high-
est at high latitudes (2g) (this is also affected by changes in atmospheric water vapor
and ozone). The net change in top-of-model (TOM) SW fluxes is strongly affected by
surface albedo changes that also peak at high latitudes (2k); considering clearsky fluxes
only, the net TOM SW change at high latitudes is roughly double the change in down-
welling surface SW forcing (compare 2c and 2g). However, the pole has very little sur-
face area; both the zonally-integrated sulfur content (2j) and the total change in top-of-
model clearsky SW energy per degree of latitude (2d) are largest south of the injection
location rather than over the Arctic.

These changes are then further modified by changes in cloud cover. Changes to full-
sky top-of-model forcing (2a, 2b) are either identical to or smaller than changes to clearsky
top-of-model forcing (2c, 2d) in magnitude everywhere in the northern hemisphere, show-
ing that as a whole, changes in cloud cover dampen changes to forcing. Full-sky SW changes
in the tropics form a “zig-zag” that is absent in clearsky SW changes; these changes are
predominantly due to changes in cloud cover associated with a southward shift in the
ITCZ (discussed in Section 3.3; see Fig. 9). Lastly, at high latitudes, after accounting
for cloud changes, downwelling SW at the surface (2e, 2f) actually increases at high lat-
itudes despite the increased sulfur burden and AOD; this change is absent in the clearsky
flux (2g, 2h), indicating that reduced clouds under SAI (2l) allow more SW to reach the
surface. The largest reduction in surface downward SW is therefore in the mid-latitudes.
This is consistent the results of Robock et al. (2008), which also reported the largest re-
duction in net surface SW south of the injection site for Arctic injection at 68°N.

Changing the energy coming into the climate system will also affect the energy go-
ing out; surface temperature affects the LW energy emitted at the surface, and changes
to clouds and humidity affect how that energy is transmitted through the atmosphere.
In Fig. 3, we plot changes to surface and top-of-model LW fluxes; also shown are changes
to near-surface temperature and humidity. Surface temperature changes (3c) are largest
at high latitudes, corresponding to reduced LW emitted at the surface (3a); however, as
with SW fluxes, zonally-integrated changes to emitted LW peak in the mid-latitudes (3b).
Increases in sea ice extent under SAI (see Fig. 4 and accompanying discussion) play a
role in this process, as warmer water now covered by colder sea ice decreases upwelling
LW at the surface. Arctic High also reduces near-surface humidity in the northern hemi-
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Figure 2. Changes to shortwave (SW) fluxes, SO4 burden, surface albedo, and cloud op-

tical depth for Arctic High relative to SSP-2.45, averaged over 2050-2069. The top row shows

changes to top-of-model downwelling SW fluxes, and the middle row shows changes to surface

downwelling SW fluxes (positive downward for all); the left two columns show ”full-sky” fluxes

(considering clouds), and the right two columns show ”clearsky” fluxes (without clouds). Changes

to each of these fluxes are shown both as a zonal mean in W/m2 (columns 1 and 3) and as a

zonal integral in TW per degree latitude (columns 2 and 4). The bottom left panels show the dis-

tribution of changes to atmospheric SO4 burden; panel (i) shows zonal mean changes to mixing

ratio across latitude and altitude (injection location and tropopause locations for Arctic High and

SSP2-4.5 are included for reference), and panel (j) shows changes to altitude-integrated, zonally

integrated column SO4. Panel (k) shows changes to zonal mean surface albedo across 40°N-90°N.

Panel (l) shows changes to gridbox cloud SW optical depth (only one ensemble member for

SSP2-4.5). All shading for 20-year averages denotes standard error as described in Text S2.
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Figure 3. Changes to LW fluxes and near-surface temperature and humidity for Arctic High

relative to SSP2-4.5, averaged over 2050-2069. The top row plots changes to upwelling LW at the

surface (a, b) and near-surface temperature (c) and humidity (d); the middle row plots changes

in net LW flux at the surface, and the bottom row plots changes in top-of-model net LW fluxes.

All LW fluxes (positive up for all) are plotted in both W/m2 (1st and 3rd columns) and in TW

per degree latitude (2nd and 4th columns); the two left columns show ”full-sky” fluxes with

clouds, and the two right right columns show ”clearsky” fluxes without clouds. All shading shows

standard error as described in Text S2.
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sphere (3d), which has implications for GrIS SMB (see Fig. 7 and accompanying discus-
sion). Humidity reduction is largest near the tropics; comparing 3a-b with 3g-h, Arctic
High actually increases upwelling surface LW in the tropics despite reduced emitted LW,
indicating a reduction in trapped LW that correlates with the region of reduced near-
surface humidity. Comparing full-sky (3e-f) and clear-sky (3g-h) net upwelling surface
LW, the addition of clouds moves the change in forcing at high latitudes from negative
to positive, indicating a strong reduction in LW trapped near the surface by clouds in
the Arctic. The net effect of Arctic High on top-of-model outgoing LW radiation (OLR)
is a reduction in OLR in the Arctic, the northern hemisphere mid-latitudes, and the south-
ern hemisphere tropics and extratropics, and an increase in outgoing OLR in the north-
ern hemisphere tropics (3i-j). The effect of the southward ITCZ shift on cloud cover is
also visible, as the addition of clouds increases OLR in the northern hemisphere trop-
ics and decreases OLR in the southern hemisphere tropics (compare 3i-j with 3k-l).

3.2 Arctic Impacts

The loss of Arctic sea ice has been shown to be reversible in climate models (Armour
et al., 2011; Ridley et al., 2012); both globally-focused SAI (Jiang et al., 2019; W. Lee
et al., 2020) and high-latitude SAI (Robock et al., 2008; Jackson et al., 2015; W. Lee et
al., 2021) have been shown to increase sea ice extent. In Fig. 4, we present sea ice model
output for the Arctic-focused SAI strategies against the globally-focused SAI strategies
and Historical/SSP2-4.5. In 2035, at the start of the SAI simulations, September NH sea
ice under SSP2-4.5 has an extent of 1.0 ± 0.1 million km2, and this decreases to 0.39 ±
0.03 million km2 by the 2050-2069 period. Arctic High restores September NH sea ice
extent to 4.8 ± 0.1 million km2 during this period, slightly above the target for that sim-
ulation (4.45) and statistically identical to the Global+0.5 average (4.85 ± 0.06). Arc-
tic Low restores NH September sea ice extent to 2.1 ± 0.1 million km2, also slightly above
the target value (1.98) and indistinguishable from Global+1.5 (1.95 ± 0.06). Changes
to the seasonal cycle of sea ice (Fig. 4) relative to the reference period (see Table 1 for
reference periods) can also be observed: both Arctic High and Arctic Low have lower sea
ice extent than their respective reference periods in the winter months, meaning that while
the Arctic-focused SAI strategies restore September sea ice to or above their targets, they
restore a smaller fraction of the lost winter sea ice. This may be due at least in part to
the seasonality of the injection strategy, in which AOD (see Fig. 1c) and temperature
changes (see Fig. 8b) are dominant in the summer; in contrast, all three global strate-
gies, which inject year-round and primarily in the southern hemisphere, overcompensate
winter sea ice extent relative to the reference period (this is a change from global strate-
gies in CESM1(WACCM); Jiang et al. (2019) found that GLENS, which also used a global
strategy but injected primarily in the northern hemisphere, overcompensated summer
sea ice extent and undercompensated winter sea ice extent, the same pattern seen in Arc-
tic High). However, the extent of sea ice is not only affected by SW radiation and tem-
perature, but also other factors such as atmospheric and oceanic circulation (Moore et
al., 2014), including dynamic effects of SAI-induced stratospheric heating (Jiang et al.,
2019) and further study would be needed to investigate these influences. As discussed
in Jiang et al. (2019), changes to the seasonal cycle have environmental and ecological
implications; Dai et al. (2019) found that Arctic Amplification (AA) in response to sea
ice loss mainly occurs in the cold season because winter surface waters are much warmer
than sea ice and therefore emit more longwave (LW) radiation, and therefore undercom-
pensating winter sea ice extent may affect the ability of Arctic-focused SAI to limit AA.
Additionally, sea ice extent may influence the strength of the Atlantic Meridional Over-
turning Circulation (AMOC) via freshwater flux changes (Xie et al., 2022), and there-
fore changes to the seasonal cycle of sea ice may affect the seasonal cycle of the oceanic
circulation.

In regions containing permafrost, the upper portion of the ground that thaws in
the summer and re-freezes in the autumn is called the active layer. The maximum an-
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Figure 4. Northern Hemisphere (NH) sea ice extent. Panel (a) plots September NH sea ice

extent as a function of time. Global and SSP2-4.5 data are ensemble means; shading denotes

ensemble spread. Panel (b) compares seasonal cycles of NH sea ice extent for Arctic High and

Arctic Low (averaged over 2050-2069) to their respective reference periods from Historical/SSP2-

4.5 (see Table 1 for reference periods). Errorbars denote standard error as in Text S2. Dashed

lines in panels (a) and (b) denote September sea ice targets for Arctic High and Arctic Low

strategies. Panels (c) and (d) plot maps of September sea ice extent for SSP2-4.5 ensemble aver-

age and Arctic High, respectively, averaged over 2050-2069. The color scale denotes the fraction

of each grid cell covered in sea ice.
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Figure 5. Annual maximum active layer thickness (ALTMAX). Panel (a) plots a timeseries

of the area north of 50°N with ALTMAX between 0 and 3 meters; for Global+1.5 and SSP2-4.5,

shading denotes ensemble spread. Panel (b) shows changes in ALTMAX for Arctic High relative

to SSP2-4.5, averaged over the 2050-2069 period for both simulations. Hatching represents areas

with no statistically detectable difference at the 95% confidence level according to the two-sample

t-test. Light blue (∆ALTMAX < 3m) indicates a decrease in active layer thickness in permafrost

and near-permafrost regions, whereas dark blue (∆ALTMAX ≥ 3m) indicates increased per-

mafrost area relative to SSP2-4.5.

nual depth of the active layer, called ALTMAX in CESM2, is commonly used to diag-
nose permafrost extent (e.g., Lawrence et al. (2015)); a small annual maximum active
layer thickness (i.e., ≤ 3m) is indicative that only the near-surface soil has become un-
frozen during the past year, and there is permafrost underneath. In Fig. 5, we present
permafrost diagnostics for our Arctic-focused strategies against Global+1.5 and SSP2-
4.5. Panel (a) shows timeseries of near-surface permafrost extent. When SAI begins in
2035, the permafrost extent under SSP2-4.5 is 12.1 million km2, and the extent decreases
to 9.96 ± 0.03 million km2 by the 2050-2069 period. Arctic Low, Arctic High, and Global+1.5
all increase permafrost area relative to SSP2-4.5, but none of them restore permafrost
to the extent of their respective reference periods: 11.46 ± 0.03 for Arctic Low and 11.88
± 0.03 for Global+1.5 (compared to 12.70 ± 0.03 for SSP2-4.5 2020-2039), and 12.86
± 0.06 for Arctic High (compared to 14.26 ± 0.03 for Historical/SSP2-4.5 2000-2019).
A map of the changes for Arctic High is shown in panel (b); Arctic High both decreases
ALTMAX in permafrost regions (light blue), which means a deeper column of soil re-
mains frozen year-round, and increases permafrost area (dark blue). This expanded per-
mafrost area reaches furthest to the south in northeastern Asia, but also spans the en-
tire width of Russia and most of the width of North America. In contrast with sea ice,
Global+1.5 increases permafrost area more than Arctic Low; this may be because Global+1.5
cools the mid-latitudes more effectively than Arctic Low (see Fig. 8c below), whereas
September sea ice is mainly found north of 75°N, where these strategies provide com-
parable amounts of cooling.

In Fig. 6, we present land model carbon output for our Arctic-focused simulations
and SSP2-4.5. Under SSP2-4.5, the Arctic ecosystem as a whole continues to take up
carbon during the simulation period due to enhanced vegetation growth associated with
CO2 fertilization and due to a warmer and more hospitable climate for plants. Soil car-
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Figure 6. Carbon and carbon density. The top row plots timeseries of ecosystem (a), soil (b),

and vegetation (c) carbon content relative to 2020 (note the different y-axis scaling for panel b);

for SSP2-4.5, shading denotes ensemble standard error as described in Text S2 of the Supporting

Information. The bottom row plots maps of changes in ecosystem (d), soil (e), and vegetation (f)

carbon density in the 50°N-90°N region for Arctic High relative to SSP2-4.5, averaged over 2050-

2069 for both simulations. Hatching represents areas with no statistically detectable difference at

the 95% confidence level according to the two-sample t-test.
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Figure 7. Changes in GrIS surface mass balance (SMB). Panel (a) plots annual mean SMB as

a function of time; shading denotes ensemble spread. Panel (b) plots changes in SMB for Arctic

High relative to SSP2-4.5 averaged over 2050-2069; shading denotes regions with no statistical

change according to the two-sample t-test at a 95% significance level.

bon also increases in response to the enhanced litter and root carbon inputs near the sur-
face, even though the permafrost thawing is leading to soil carbon losses due to enhanced
decomposition at depth. In the Arctic SAI scenarios, the high-latitudes continue to be
a sink of carbon as the plants respond positively to the increasing CO2. In Arctic High,
the stronger cooling slows the rate of vegetation carbon gains, and also decreases per-
mafrost soil carbon losses. The reduction in vegetation carbon gains is more impactful,
which leads to the high-latitudes being a weaker carbon sink in Arctic High compared
to Arctic Low and SSP2-4.5. For Arctic Low and Global+1.5, the changes to soil and
vegetation carbon storage are the same signs as those of Arctic High, but the opposing
effects are comparable in magnitude, and the overall effect is no significant difference in
the total ecosystem carbon relative to SSP2-4.5 during the 2050-2069 period. This dif-
ference may be in part because Arctic High cools the mid-latitudes more efficiently than
Arctic Low and Global+1.5 (Fig. 8c-d), but changes between 50◦-60◦ do not completely
account for this nonlinearity. Inclusion of permafrost and other high-latitude climate-
carbon feedbacks within ESMs like CESM is relatively new and remains highly uncer-
tain; a recent intercomparison project of permafrost-enabled land models found a very
large spread in response of both high-latitude soil and vegetation carbon stocks to pro-
jected climate change (McGuire et al., 2018). Therefore, the high-latitude carbon stock
results presented here should be viewed with caution and treated as indicative only as
representative of possible carbon budget consequences from SAI. Additionally, plants take
up carbon in the form of CO2, whereas soil carbon can be released as both CO2 and CH4,
and so directly comparing carbon stocks does not fully quantify the effects of SAI on green-
house gases in the atmosphere. Further development and validation of permafrost and
carbon flux representation in Earth System models are needed to provide a foundation
for more robust assessment of the impacts of SAI.

Surface mass balance (SMB) is the net change in mass at the surface of a glacier
or ice sheet due to precipitation, evaporation, and runoff. Changes to SMB are likely re-
sponsible for an estimated 50-60% of the contribution of the GrIS to sea level rise over
the past 30 years (van den Broeke et al., 2017; IMBIE, 2020). Globally-focused SAI has
previously been found to increase GrIS SMB by reducing near-surface temperature and
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humidity (Moore et al., 2019), which Arctic-focused SAI also reduces (see Fig. 3c-d and
8e; maps of these variables over Greenland are contained in Fig. S5 of the SI). In Fig.
7, we present changes to GrIS SMB for Arctic High relative to SSP2-4.5. When injec-
tion begins in 2035, GrIS SMB is approximately 0.24 mm/day; in the SSP2-4.5 scenario,
this value decreases to 0.132 ± 0.006 mm/day by the 2050-2069 period. The Arctic Low
strategy increases this value to 0.19 ± 0.01 mm/day, statistically indistinguishable from
Global+1.5 during the same period (0.198 ± 0.006) and slightly lower than SSP2-4.5 dur-
ing the Arctic Low reference period (see 1 for reference periods) of 2020-2039 (0.229 ±
0.007). Arctic High further increases SMB to 0.27 ± 0.01 during the 2050-2069 period,
slightly lower than its respective reference period of 2000-2019 (0.258 ± 0.007). In these
simulations, changes to SMB appear to be dominated by decreases in runoff (maps of
runoff and other components for SMB are contained in Fig. S5), especially in the west-
ern ablation zone, which is consistent with the results of Moore et al. (2019) for globally-
focused SAI. Although CESM2(WACCM) accounts for many important dynamic and
thermodynamic processes governing surface mass balance, changes in ice dynamics pro-
cesses such as glacial calving are not considered, so the ice sheet geometry is fixed with
time. The relatively short duration of the simulations means that dynamic responses to
ice sheet geometrical changes imposed by changing SMB are likely to be insignificant (Slater
et al., 2019), but changes in ice elevation would contribute enhanced ablation as the sur-
face lowers; this would likely be on the order of 10% for SSP2-4.5, while being less im-
portant for the SAI scenarios (Moore et al., 2019). Further work is necessary to deter-
mine the effects of high-latitude SAI relative to global strategies on glacial calving and
other dynamic processes.

3.3 Global Impacts

In Fig. 8, we present surface temperature output from our simulations. As expected,
Arctic High produces less global cooling than Global+1.5 despite injecting slightly more;
averaged over the 2050-2069 period, Arctic Low provides roughly 1/4◦C of cooling (0.041
± 0.005 K/Tg), Arctic High provides 2/3◦C of cooling (0.062 ± 0.004 K/Tg), and Global+1.5
provides close to 1◦C of cooling (0.102 ± 0.002 K/Tg). However, in the 60°N-90°N re-
gion, the Arctic-focused strategies provide more cooling per unit injection than Global+1.5
(0.26 ± 0.02 K/Tg for Arctic Low, 0.29 ± 0.01 K/Tg for Arctic High, and 0.207 ± 0.009
K/Tg for Global+1.5). It is noteworthy that Arctic High provides more global cooling
per unit injection than Arctic Low, as strategies with higher injection rates generally cool
less efficiently due to the physics of aerosol coagulation (Visioni et al., 2020; Pierce et
al., 2010; Niemeier et al., 2011). The two Arctic-focused strategies provide similar rates
of high-latitude cooling per unit injection; the difference in global cooling efficiency comes
from more efficient cooling by Arctic High at low and mid-latitudes in the Northern Hemi-
sphere (Fig. 8d). The different distributions of cooling by different strategies have im-
plications for how they affect the high-latitude climate. Global+1.5 and Arctic Low have
similar rates of September sea ice recovery (Fig. 4a), and this may be because they pro-
vide similar cooling at very high latitudes where sea ice is present. However, Global+1.5
cools the middle latitudes, where large areas of permafrost or potential permafrost are
located, more than Arctic Low, and permafrost recovery under Global+1.5 is higher than
for Arctic Low (Fig. 5a).

The detectable cooling from Arctic High covers most of the Northern Hemisphere,
but very little cooling extends into the Southern Hemisphere; the cooling seen near Antarc-
tica in Fig. 8e is likely due to natural variability, but it is possible that dynamical changes
may also be responsible. As shown in panel 8b, the largest cooling effect at high latitudes
from Arctic High occurs not during the period of maximum AOD in the early summer
(see Fig. 1c) but rather in the autumn; this suggests that the cooling at the highest lat-
itudes is due at least in part to the higher albedo of the increased sea ice extent in the
autumn (see Fig. 4b). For Arctic High, much of the surface temperature between 45°N-
90°N is indistinguishable from the reference period of 2000-2019 (see Table 1 for refer-
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Figure 8. Surface temperature. Panel (a) plots globally averaged, annual mean surface tem-

perature as a function of time; shading denotes ensemble spread. Panel (b) plots changes to the

seasonal cycle of zonal mean temperature for Arctic High (2050-2069 average) relative to SSP2-

4.5 during the same period. Panels (c) and (d) plot zonal mean cooling and zonal mean cooling

per unit injection rate, respectively; cooling is relative to SSP2-4.5 averaged over the 2050-2069

period, and shading denotes standard error as described in Text S2. Panels (e) and (f) plot

maps of surface temperature changes for Arctic High (2050-2069 average) relative to SSP2-4.5

(2050-2069 average and 2000-2019 average, respectively). Shading represents changes that are not

statistically significant according to the two-sample t-test at the 95% confidence level.
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Figure 9. Precipitation, Arctic High 2050-2069 relative to SSP2-4.5 2050-2069 (left column)

and Historical/SSP2-4.5 2000-2019 (right column). The top row shows changes to annual mean

precipitation; the middle and bottom rows show changes to summer (JJA) and winter (DJF)

precipitation over India and northern Africa, respectively. Shading indicates no statistically

significant change at the 95% confidence level using the two-sample t-test.

ence periods) in the SSP2-4.5 scenario, but some spatial and temporal differences are present.
For instance, the northeastern Pacific is warmer and the northern Atlantic is cooler un-
der the Arctic High strategy than during the reference period, a response also seen in
the temperature response of the globally-focused simulations of Richter et al. (2022). This
is likely due at least in part to the behavior of the Atlantic Meridional Overturning Cir-
culation (AMOC); in CESM1, AMOC weakened under global warming but accelerated
under GLENS, leaving a similar persistent warming in the north Atlantic (Fasullo et al.,
2018). In CESM2(WACCM), the effects of globally-focused SAI on AMOC have the same
sign but a smaller magnitude, reducing the weakening but not reversing it (Tilmes et al.,
2020). The effects of Arctic-focused SAI are similar: the strength of the AMOC under
SSP2-4.5 is 23.7 ± 0.1 Svd in 2000-2019 and decreases to 17.2 ± 0.2 Svd in 2050-2069,
but only decreases to 19.1 ± 0.2 Svd under Arctic Low and 21.1 ± 0.2 Svd under Arc-
tic High (see Fig. S3 for a plot of AMOC behavior).
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In Fig. 9, we present precipitation for Arctic High (2050-2069) relative to SSP2-
4.5 during the same period and during the 2000-2019 reference period (see Table 1 for
reference periods). Under global warming, the warmer atmosphere has a greater capac-
ity to carry water; in the Historical and SSP2-4.5 simulations, global mean precipitation
increases from 4.097 ± 0.008 mm/day in 2000-2019 to 4.263 ± 0.007 mm/day in 2050-
2069. The cooling provided by SAI offsets this change; for Arctic Low (4.25 ± 0.01 mm/day
in 2050-2069), this reduction is indistinguishable from SSP2-4.5, but for Arctic High (4.20
± 0.02 mm/day), the reduction is detectable. As expected, high-latitude SAI pushes the
ITCZ southward (Haywood et al., 2013; W. Lee et al., 2020), and this southward shift
in tropical precipitation is clearly visible in Fig. 9. For SSP2-4.5, the 2050-2069 ITCZ
location as measured by the centroid of tropical precipitation between 20°S and 20°N (Donohoe
et al., 2013; Frierson & Hwang, 2012; W. Lee et al., 2020) is 1.07°N ± 0.05°. During the
same period, Arctic Low pushes the ITCZ southward to 0.8°N ± 0.1°, and Arctic High
to 0.54°N ± 0.08°. Such a southward shift of the ITCZ could have consequences for peo-
ple who rely on tropical precipitation patterns such as the African monsoon (Haywood
et al., 2013; Krishnamohan & Bala, 2022); Robock et al. (2008) reported disruption to
the Indian monsoon from 3 Tg/yr high-latitude injection, and similar changes are clearly
visible here relative to SSP2-4.5 (Fig. 9c,e) and even more so relative to the reference
period (Fig. 9d,f). Globally-focused strategies commonly inject in both hemispheres with
the goal of avoiding such a result (Kravitz et al., 2017; MacMartin et al., 2022; Richter
et al., 2022), and combining Arctic-focused SAI with injection in the Southern Hemisphere
(either Antarctic or tropical) could reduce the risk of a change in the ITCZ. We note that
climate models disagree on the expected sign of future ITCZ change due to global warm-
ing and changes to anthropogenic aerosols (Byrne et al., 2018), and should the ITCZ shift
northward, a southward shift in the ITCZ could be a goal of Arctic-focused SAI rather
than an unwanted outcome; regardless, given the importance of tropical precipitation,
the effects of SAI on the location of the ITCZ should remain a forefront concern for any
future discussion of Arctic-focused SAI. Other possible influences to tropical precipita-
tion also require further exploration; the latitudinal extent of the Hadley and Walker cells
is expected to change in future GHG climates (Vallis et al., 2015), and the descending
limbs of the Hadley circulation are associated with deserts. SAI tends to reverse these
impacts (Guo et al., 2018), although the situation is complicated by stratospheric heat-
ing (Cheng et al., 2022).

In the Historical and SSP2-4.5 scenarios, sulfur pollution peaks in the late 1900s
and decreases throughout the 21st century, averaging 21.69 ± 0.05 Tg/yr during the 2050-
2069 period, including 14.62 ± 0.05 Tg/yr in the northern hemisphere. During this pe-
riod, Arctic Low and Arctic High inject 5.57 Tg/yr and 10.66 Tg/yr of SO2, or (divid-
ing by molar weights) approximately 2.8 and 5.3 Tg/yr of sulfur (representing approx-
imately 25% and 50% global increases), respectively. In Fig. 10, we present 2050-2069
changes to sulfur deposition from SO4 for Arctic High relative to one ensemble member
of SSP2-4.5 (SO4 deposition model output was not saved for the second and third SSP2-
4.5 ensemble members). The bulk of the increased sulfur deposition (Fig. 10a) is con-
centrated in the late summer between 45°N-60°N, although increased deposition is present
throughout 30°N-60°N in all months of the year. The location of the maximum increase
in annual mean sulfur deposition (Fig. 10b) correlates to the region of largest increase
in atmospheric sulfur burden seen in Fig. 2j. Relative to SSP2-4.5, sulfur deposition in
the 30°N-60°N latitude band increases from 5.19 ± 0.04 Tg/yr to 8.38 ± 0.09 Tg/yr, an
increase of 60%; the increased deposition is comparable to Historical/SSP2-4.5 during
the 2010-2029 period (Fig. 10b, dark blue dotted line), approximately 40 years earlier.
While the absolute increase at high latitudes is smaller, the baseline deposition is also
smaller, meaning that the relative increase in sulfur pollution is large. Pollution from
mid latitudes has long been observed in the Arctic regions (Arctic Haze; Yang et al. (2018))
and is seasonally concentrated in the spring and composed primarily of sulfate aerosols,
causing lake acidification during spring thaw. Arctic High increases the deposition north
of 60°N from 0.63 ± 0.01 Tg/yr to 1.47 ± 0.02 Tg/yr, an increase of 133%. This increased
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Figure 10. Changes to zonal mean sulfur deposition. Panel (a) displays the seasonal cycle of

zonal mean sulfur deposition in kg/m2/yr for Arctic High 2050-2069 relative to SSP2-4.5 2050-

2069. Panel (b) shows zonal mean sulfur deposition for Arctic High and SSP2-4.5, both averaged

over 2050-2069; shading denotes standard error as described in Text S2. Included for comparison

are mid-latitude and high-latitude sulfur deposition for Historical/SSP2-4.5 in the 2010-2029

and 1990-2009 periods, respectively, which are similar to the increased deposition under Arctic

High; these are indicated by dotted lines. (Note: sulfur deposition data for Historical/SSP2-4.5

is taken from runs using the full-atmosphere (TSMLT) configuration of WACCM (one ensemble

member) instead of the MA configuration because deposition output was not saved for the -MA

simulations; emissions are the same for both configuration and tropospheric lifetime is short, so

deposition should be similar).

deposition is comparable to Historical during the 1990-2009 period (Fig. 10b, light blue
dotted line), approximately 60 years earlier. Both the large absolute increase in the mid-
latitudes and the large relative change at high latitudes would likely impact ecosystems
and the people who live in these regions, and further study of the implications of increased
sulfur deposition in these areas is necessary.

4 Conclusions and Discussion

Both Arctic-focused strategies restored and maintained September sea ice to within
10% of their targets, demonstrating that Arctic-focused SAI can reverse the loss of sea
ice and that higher injection rates lead to greater restoration of sea ice. The results also
show that Arctic-focused SAI could mitigate other high-latitude impacts of global warm-
ing: permafrost extent is higher relative to SSP2-4.5 under both strategies, and both strate-
gies increased GrIS SMB by reducing runoff. Arctic Low and Arctic High cool the Arc-
tic and increase September sea ice extent more efficiently than Global+1.5; this is in con-
trast to Robock et al. (2008), in which 5 Tg/yr of equatorial injection cooled the high
latitudes and restored September sea ice much more effectively than 3 Tg/yr of injec-
tion at 68°N. However, the difference also reflects evolution of the injection strategies,
as Global+1.5 injected at multiple tropical and near-tropical locations (instead of just
the equator) and Arctic Low and Arctic High injected in spring (instead of year-round).
The Arctic-focused strategies also increase GrIS SMB more efficiently than Global+1.5.
However, the Arctic-focused strategies and Global+1.5 all provide comparable amounts
of cooling per unit injection in the mid-latitude and extrapolar regions (Arctic High is
slightly more efficient in this region) and have comparable rates of permafrost area in-
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crease, indicating that tropical and Arctic injection may be comparably effective for mid-
latitude impacts. Arctic-focused SAI also introduces other high-latitude effects, includ-
ing changes to the seasonal cycle of high-latitude temperature and sea ice. Arctic High
increases high-latitude sulfur deposition by more than double, equivalent to a backwards
step of approximately 60 years for sulfur deposition rates in the Arctic. Lastly, in this
model, Arctic High slows overall carbon uptake by the Arctic ecosystem via reduced stor-
age in vegetation. While permafrost modeling is highly uncertain, this demonstrates how
in this model, global warming produces a negative feedback by increasing plant uptake
of CO2 at high latitudes, and an intervention that reduces that warming could also dampen
that feedback.

It was originally hypothesized that the effects of high-latitude injection could be
largely confined to the Arctic due to the poleward direction of the stratospheric Brewer-
Dobson circulation (Lane et al., 2007). However, Robock et al. (2008) concluded this was
not the case, citing substantial impacts outside of the Arctic, including reductions to down-
ward surface SW well south of the injection site and changes to tropical precipitation.
We reach a similar conclusion; while surface cooling is highest at the pole for Arctic-focused
SAI, Arctic High causes detectable cooling nearly everywhere in the northern hemisphere.
Although sulfur mixing ratio and AOD are highest near the pole, zonally-integrated sul-
fur burden and reduction in top-of-model incoming SW energy peak south of the injec-
tion location, and Arctic High increases sulfur deposition in the mid-latitudes by 60%.
The hemispherically asymmetric forcing causes a substantial southward shift in the ITCZ
and disrupts the seasonal monsoons. This shift could be offset by combining Arctic-focused
injection with injection in the southern hemisphere, either in the tropics or at the Antarc-
tic. Similar studies in other models would greatly help to reduce uncertainty, including
the quantification of both how Arctic-focused and globally-focused SAI impact the Arc-
tic and also how Arctic-focused SAI impacts regions outside the Arctic (and how south-
ern hemisphere injection might offset this). Simulations that include an evolving ice sheet
would be especially useful in determining the effects of Arctic SAI on ice dynamics, and
longer simulations would be useful in determining the effects of SAI on natural variabil-
ity. Additionally, there is ample room for further in-depth exploration of SAI effects, such
as changes to the circulation or analysis of the various radiative, humidity, and temper-
ature feedbacks that govern Arctic amplification.

5 Open Research

Data used in this study is available through the Cornell eCommons repository at
https://doi.org/10.7298/gnmp-q653. Additional data from the Global+1.5, Global+1.0,
and Global+0.5 simulations can be likewise be found through the Cornell eCommons repos-
itory at Visioni (2022), https://doi.org/10.7298/xr82-sv86.
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1. Text S1 and S2

2. Figures S1 to S5

Introduction Text S1 describes in more detail the feedforward/feedback control algo-

rithm design process used to determine the injection rates for Arctic Low and Arctic High.

Text S2 describes the statistical methods used to calculate standard error for multi-year

averages for single simulations and ensenmbles with multiple members. Figures S1 and S2
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show SW and LW fluxes; these figures are the same as Figures 2 and 3 in the manuscript,

respectively, but with data for Arctic Low included. Figure S3 shows Atlantic Meridional

Overturning Circulation (AMOC) data for Arctic Low, Arctic High, Global+1.5, and

SSP2-4.5. Figure S4 shows column ozone changes as a function of season and latitude for

Arctic High relative to SSP2-4.5. Figure S5 shows changes to Greenland for Arctic High

relative to SSP2-4.5, including near-surface temperature, near-surface humidity, runoff,

precipitation, and evaporation.

Text S1. The control algorithms used in the Arctic Low and Arctic High simulations

consist of a feedforward term and a feedback term: the feedforward term, derived from

previous simulations, estimates how much injection will be needed each year in order to

meet the target September sea ice extent, and the feedback term applies a correction each

year based on the difference between the actual and desired September sea ice extent

during the simulation.

The feedforward gain is computed by estimating the linear increase in forcing needed to

maintain the desired sea ice extent through our simulations. However, this is not as simple

as finding the difference between sea ice in MAM-60 and RCP8.5 and dividing by injection

rate because, during those simulations, the difference in sea ice extent is not proportional

to changes in forcing; this is because September sea ice extent declines approximately

linearly in 2000-2030 under RCP8.5 but nonlinearly by the MAM-60 simulation period of

2035-2045 (when September sea ice extent is close to 0). Therefore, in order for September

sea ice differences in those simulations to be proportional to changes in forcing, we must

extrapolate from the linear decline of 2000-2030 as in Lee, MacMartin, Visioni, and Kravitz

(2020) and we compute a sensitivity of approximately 0.4 million km2 of sea ice restored
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per Tg of SO2 injected (1 Tg = 1 Mt = 1012 g). This results in a feedforward gain of

0.272 Tg/yr for Arctic Low and 6.109 Tg + 0.272 Tg/yr for Arctic High (with the offset

in the Arctic High case to account for the sea ice difference between the reference time

period of 2000-2020 and the first year of the simulation).

The feedback gain is computed using the MATLAB system identification toolbox, which,

when provided an “input” and an “output”, can compute a relationship between them

(referred to in feedback control theory as a “transfer function”) and then can compute

feedback gains that produce a desired response. We define the MAM-60 injection rate of

12 Tg/yr as the input and the difference in September sea ice extent between MAM-60

and RCP8.5 as the output, and we specify an integral controller with a time constant of

five years; this is the same time constant as the original design of Kravitz et al. (2017)

and has been subsequently used in Tilmes et al. (2018, 2020); Richter et al. (2022); and

MacMartin et al. (2022). This process computes a feedback gain of 0.491 Tg per year

per million km2, which is used in both Arctic Low and Arctic High (i.e., the injection

quantity each year is adjusted up or down by 0.491 Tg for each million km2 of the total

time-integrated difference between model output and the target).

Text S2. 20-year averages are reported in the manuscript as µ±δ, where µ is the average

and δ is the standard error. To compute the standard error for the 20-year average of a

discrete timeseries, we approximate the timeseries y(t) as a first-order autoregression, or

AR(1), to account for interannual autocorrelation. An AR(1) approximation is given by

the standard formula

y(t) = β0 + β1y(t− 1) + ϵt (1)
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where β0 is a constant, β1 is the correlation coefficient between y(t) and y(t-1), and ϵt

is random noise. After computing β0 and β1, we solve for ϵ for the latter 19 years of data

using the above equation. We then compute

δ = σϵ/
√
(ny − 1) (2)

where σϵ is the standard deviation of the noise and (ny − 1) = 20 − 1 = 19 degrees of

freedom after the interannual autocorrelation has been removed.

For a simulation with multiple ensemble members, δens for a 20-year average for the

entire ensemble is a function of δ for each of the individual ensemble members. This is

done using the standard error propagation formula

δens =

√
δ21 + ...+ δ2n,ens

nens

(3)

with nens equal to the number of ensemble members (note that for an ensemble size of

1, δ = δens). For a 20-year average of the difference between two ensemble members, δdiff

is found using the same error propagation formula

δdiff =
√
δ2ens,1 + δ2ens,2 (4)

Therefore, to compute (for example) the change in FSNT between Arctic High and

SSP2-4.5 during the 2050-2069 period, as seen in Fig. 2a in the manuscript, we first

compute the 20-year δ individually for the one ensemble member of Arctic High and each

of the three ensemble members of SSP2-4.5 using Eqns. 1 and 2. We then compute δens

for SSP2-4.5 using Eqn. 3 with δ from each of the three ensemble members. Lastly, we
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compute δdiff using Eqn. 4 with δ = δens for the one ensemble member of Arctic High

and δens for SSP2-4.5.
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Figure S1. Changes to shortwave (SW) fluxes, sulfur burden, surface albedo, and cloud optical

depth. This figure is identical to Fig. 2 in the manuscript, but with Arctic Low included for

panels a-h and j-k.
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Figure S2. Changes to shortwave (LW) fluxes, surface temperature, and near-surface humidity.

This figure is identical to Fig. 3 in the manuscript, but with Arctic Low included for all panels.
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Figure S3. Strength of the Atlantic Meridional Overturning Circulation (AMOC) over time for

Arctic SAI, Global+1.5, and SSP2-4.5. Shading for Global+1.5 and SSP2-4.5 denotes ensemble

spread.
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Figure S4. Changes to the zonal mean seasonal cycle of atmospheric column ozone burden

for Arctic High relative to SSP2-4.5, averaged over the 2050-2069 period.
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Figure S5. Maps of changes to near-surface temperature (a), near-surface humidity (b),

runoff (c), precipitation (d), and evaporation (e) for Arctic High relative to SSP2-4.5, averaged

over the 2050-2069 period. Stippling indicates areas with no significant change according to the

two-sample t-test at the 95% confidence level.
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