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Abstract

Glacial fjord circulation modulates the connection between marine-terminating glaciers and the ocean currents offshore. These

fjords exhibit a complex 3D circulation with overturning and horizontal recirculation components, which are both primarily

driven by water mass transformation at the head of the fjord via subglacial discharge plumes and distributed meltwater plumes.

However, little is known about the 3D circulation in realistic fjord geometries. In this study, we present high-resolution numerical

simulations of three glacial fjords (Ilulissat, Sermilik, and Kangerdlugssuaq), which exhibit along-fjord overturning circulations

similar to previous studies. However, one important new phenomenon that deviates from previous results is the emergence of

multiple standing eddies in each of the simulated fjords, as a result of realistic fjord geometries. These standing eddies are

long-lived, take months to spin up and prefer locations over the widest regions of deep-water fjords, with some that periodically

merge with other eddies. The residence time of Lagrangian particles within these eddies are significantly larger than waters

outside of the eddies. These eddies are most significant for two reasons: (1) they account for a majority of the vorticity

dissipation required to balance the vorticity generated by discharge and meltwater plume entrainment and act to spin down

the overall recirculation; (2) if the eddies prefer locations near the ice face, their azimuthal velocities can significantly increase

melt rates. Therefore, the existence of standing eddies are an important factor to consider in glacial fjord circulation and melt

rates and should be taken into account in models and observations.
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ABSTRACT: Glacial fjord circulation modulates the connection between marine-terminating glaciers and the ocean currents offshore.
These fjords exhibit a complex 3D circulation with overturning and horizontal recirculation components, which are both primarily driven
by water mass transformation at the head of the fjord via subglacial discharge plumes and distributed meltwater plumes. However, little is
known about the 3D circulation in realistic fjord geometries. In this study, we present high-resolution numerical simulations of three glacial
fjords (Ilulissat, Sermilik, and Kangerdlugssuaq), which exhibit along-fjord overturning circulations similar to previous studies. However,
one important new phenomenon that deviates from previous results is the emergence of multiple standing eddies in each of the simulated
fjords, as a result of realistic fjord geometries. These standing eddies are long-lived, take months to spin up and prefer locations over
the widest regions of deep-water fjords, with some that periodically merge with other eddies. The residence time of Lagrangian particles
within these eddies are significantly larger than waters outside of the eddies. These eddies are most significant for two reasons: (1) they
account for a majority of the vorticity dissipation required to balance the vorticity generated by discharge and meltwater plume entrainment
and act to spin down the overall recirculation; (2) if the eddies prefer locations near the ice face, their azimuthal velocities can significantly
increase melt rates. Therefore, the existence of standing eddies are an important factor to consider in glacial fjord circulation and melt rates
and should be taken into account in models and observations.

1. Introduction

The recent acceleration of outflowing marine-
terminating glaciers at the margins of the Greenland Ice
Sheet and Antarctic Ice Sheet has received widespread at-
tention (van den Broeke et al. 2016). In the Greenland Ice
Sheet, the accelerated melting is postulated to result from
warming of deep ocean currents that come into contact
with the termini of tidewater glaciers (Holland et al. 2008;
Straneo and Heimbach 2013; Wood et al. 2018; Cowton
et al. 2018) as well as a growing surface melt contribution
(e.g., Hofer et al. 2020). This submarinemelt at the sides of
marine-terminating glaciers drives glacial retreat and also
amplifies iceberg calving, depending on the properties of
the glacier and fjord (Chauché et al. 2014; Rignot et al.
2015; Wagner et al. 2016; Morlighem et al. 2016; Fried
et al. 2018; Slater et al. 2021; Wood et al. 2021). The
submarine melt rate consists of ambient face-wide melt
and discharge plume-driven melt (Straneo and Cenedese
2015; Jackson et al. 2019). Although subglacial discharge
plumes have the potential to drive a melt rate of more than
a meter per day in the glacial area near the plume, they
only occupy a small fraction of the glacial face (Cowton
et al. 2015; Slater et al. 2018). By comparison, face-wide
melting can occur along the entire glacial face as a result
of either convection (Magorrian and Wells 2016) or fjord
circulation (Bartholomaus et al. 2013).

The focus of previous 2D and 3D simulations of
the shelf-to-fjord system has been to understand the

Corresponding author: Ken X. Zhao, kzhao@atmos.ucla.edu

sensitivity of glacial melt and the overturning circula-
tion/fjord renewal to various fjord characteristics and at-
mospheric/oceanic drivers (e.g., Gladish et al. 2015b, Sci-
ascia et al. 2013, Xu et al. 2012, and Jackson et al. 2018).
Along with the relative scarcity of ocean observations near
marine-terminating glaciers, only recently has the hori-
zontal recirculation within fjords and their sensitivity to
fjord and forcing parameters received attention in mod-
els (Zhao et al. 2019, 2021), which has been suggested to
have an influence on the face-wide melt rates (Carroll et al.
2017; Slater et al. 2018; Jackson et al. 2019; Zhao et al.
2021). Existing melt parameterizations either do not take
into account horizontal near-glacier velocities (e.g., Xu
et al. 2012, Sciascia et al. 2013) or do not resolve the hor-
izontal flows necessary for accurate melt rate predictions
(e.g., Cowton et al. 2015, Carroll et al. 2017).

To better understand these processes in the context of re-
alistic fjord geometries, we conduct high-resolution fjord
simulations of three major Greenland deep-water fjords
and compare the emergent dynamics to results from previ-
ous studies. Wewill use simple dynamical theories of over-
turning circulation, horizontal recirculation in the fjord in-
terior, and glacial melt rate from previous studies (Zhao
et al. 2021; Zhao 2021) to understand the model behav-
ior. Using these results, we address a gap in understanding
of how 3D fjord circulation drives melt in realistic fjord
geometries, which has important implications for glacial
retreat at the oceanic margins of ice sheets.

In Sect. 2, we present our model setup, configuration,
and design philosophy. We also present an overview of
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the phenomenology and dynamics of the three representa-
tive regional fjord simulations used in our study: Ilulissat,
Sermilik, and Kangerdlugssuaq. In Sect. 3, we present
the phenomenlogy of the long-lived standing eddies for
each fjord simulated. As a representative example with
important melt implications, we discuss the properties of
the standing eddy near the Ilulissat glacial face, its spinup,
transport, mergers with other eddies, and its influence on
Lagrangian and Eulerian residence times within the fjord.
We also briefly discuss the properties of the other eddies
in our three regional simulations and their preferred loca-
tions relative to fjord bathymetry. In Sect. 4, we discuss the
vorticity balance within Ilulissat fjord, which demonstrates
the importance of the standing eddies to the integrated vor-
ticity budget and use this to develop a scaling theory for
the vertical profile of the near glacial horizontal velocity.
We use this theory to predict the vertical profile of melt
rate and discuss how standing eddies influence and in some
cases, potentially amplify glacial melt. In Sect. 5, we sum-
marize and discuss the major implications and caveats of
our findings and suggest future avenues of research.

2. Setup of Regional Models

The design of our model setup is primarily motivated by
the need for an improved understanding of the 3D circula-
tion within warm, deep-water fjords with realistic geome-
tries. Various characteristics of the 3D circulation were
previously shown using fjord idealized geometries to be
an important factor in determining glacial melt rates (Zhao
2021).

Fig. 1 shows the bathymetry around Greenland using the
Bedmachine V3 dataset (Morlighem et al. 2017), which
is a compilation of sonar measurements, depth sound-
ings, and gravity inversions. Along the perimeter, glacial
fjords connect marine-terminating glaciers to the ocean
on the continental shelf. The zoomed-in panels show the
three Greenlandic fjord-shelf domains (Ilulissat, Kangerd-
lugssuaq, and Sermilik) selected for this study, which are
some of the widest and longest of Greenland’s warm, deep-
water fjords. We selected these fjords because they gen-
erally have a larger flux of solid ice and freshwater into
the ocean and can be more easily resolved. For each of
these regional simulations, our primary aim is to capture
the key drivers of the steady-state summertime fjord cir-
culation and to ignore time-varying and secondary effects
or those that we cannot currently adequately represent.
We anticipate that these models will greatly benefit from
the inclusion of parameterizations of unresolved ice-ocean
processes and have significant room for improvement in the
future. The model configuration specifics are described in
the following two subsections.

a. Model Configuration

The model used in the study is the Massachusetts Insti-
tute of Technology General Circulation Model (MITgcm)
(Marshall et al. 1997; see data availability statement). Us-
ing this model, we solve the hydrostatic, Boussinesq prim-
itive equations with a nonlinear equation of state based
on Jackett and McDougall (1995) in three high-resolution
configurations of Ilulissat, Sermilik, and Kangerdlugssuaq
fjords and a small area of the adjacent continental shelf for
each simulation.

The model bathymetry for each of the three regions uses
the Bedmachine V3 data (Morlighem et al. 2017), which
has a 150 m horizontal resolution (see Fig. 1). Any grid-
points with a bathymetry shallower than 20 m were modi-
fied to dry cells and the entire model grid bathymetry field
was then slightly smoothed with a 5-gridpoint Gaussian
filter to reduce spurious sources of vorticity. The model
domain dimensions !×, ×� vary by region and are pre-
sented for each region separately in Sect. 2c. The model
horizontal resolution is 150 m (the same as bathymetry
data) and the vertical resolution varies slightly between
the different regions. We use a Smagorinsky biharmonic
horizontal viscosity and the K-Profile Parameterization
(KPP) of the vertical viscosity and diffusivity (Smagorin-
sky, 1963; Large et al., 1994), in addition to a background
vertical diffusivity of 10−6 m2 s−1. There is quadratic bot-
tom drag with a coefficient of 2×10−3. We use an 5 -plane
approximation with a representative Coriolis parameter of
5 = 1.31× 10−4 s−1, which approximately corresponds to
the latitude of the fjords in this study. The model exper-
iments are run for 1 year because the fjord recirculation
adjusts slowly and requires multiple months of spinup.

b. Boundary Conditions and Simplified Forcing Choices

Our boundary conditions allow us to achieve a fully
spun-up steady-state 3D circulation within each fjord in
as simplified a way as possible. The buoyancy drivers
in our simulations are supplied by the open ocean and
the glacial face boundary conditions, which makes their
representation critical in our simplified forcing. In this
subsection, we discuss the following: first, the open-ocean
forcing, second, the glacial face forcing, and finally, the
exclusion of surface forcing.

Each of the domains has three open-ocean boundaries
on the shelf region with one inflow boundary on the shelf.
These inflow boundaries are forced by an inflow of a time-
invariant vertical profiles of temperature, salinity, and ve-
locity. The inflowboundaries are the southern, eastern, and
northern boundaries of Ilulissat, Sermilik, and Kangerd-
lugssuaq, respectively (see Fig. 1 for the inflow boundaries
in each domain). All other boundaries used the Orlanski
radiation boundary conditions (Orlanski 1976). The inflow
temperature and salinity uses the Oceans Melting Green-
land (OMG) AXCTD (Airborne eXpendable Conductivity
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Fig. 1. A map of Greenland bathymetry and ice sheet extent (shown in gray). The zoomed-in panels of three regional model domains show a
near-surface (z = - 90 m) instantaneous vorticity at day 100. The piecewise-linear transects used in model diagnostics are shown in dotted pink and
the boundary with imposed inflowing conditions (forced by velocity, temperature, and salinity) are shown in black. The bathymetry data shown
uses Bedmachine V3 data (Morlighem et al. 2017).

Temperature Depth) data (Fenty et al. 2016; see data avail-
ability statement for individual AXCTDs used). For each
fjord, the AXCTDs used correspond to those that were
positioned closest to the shelf region within each domain
during the 2020 summer season (July to September).

The boundary-normal velocity is imposed as a constant
over the full cross-sectional area at the inflowing open-
ocean boundary (see subsection c for the imposed bound-
ary condition total barotropic transport for each region)
and is derived from approximations of the along-coast in-
tegrated transport. This coastal transport has broadband
temporal variability, but is assumed to constant during the
summer months in our idealized setup. The integrated
transport is motivated by a combination of Estimating the
Climate and Circulation of the Ocean (ECCO) Version 5,
Release alpha (≈ 11 km horizontal resolution, Zhang et al.
2018) coastal transport, existing data (Gladish et al. 2015b,

Sutherland et al. 2014, Straneo andCenedese 2015, and ref-
erences therein), and near-coast (≈ 10 km offshore in these
domains) sea surface height gradients from the Making
Earth System Data Records for Use in Research Environ-
ments (MEaSUREs) dataset (Zlotnicki et al. 2019). None
of these methods provide high accuracy of the near-coast
integrated transport near these fjords, which are specified
for each domain in the following subsection. We did not
find strong sensitivity of the fjord’s circulation to changes
in the inflow velocity. However, future iterations would
benefit from improved realistic coastal variability, which
is likely to lead to fjord flushing events and is not explored
in this study (e.g., Gladish et al. 2015a).

Subglacial discharge exits at the base of the glacier and is
typically 200 to 400 m3/s in the summer for these fjords in
our simulations (butmay vary from0 to 2000m3/s through-
out the melt season) and nearly zero in winter (Straneo
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Parameter Ilulissat Fjord Sermilik Fjord Kangerdlussuaq Fjord

Domain Dimensions (L×W× H) 90 × 40 × 0.886 120 × 85 × 0.937 120 × 46 × 0.947 km

Vertical Resolution 8.86 9.37 9.47 m

Inflow Transport 250 100 150 mSv

Inflow Velocity 3.0 5.0 3.0 cm/s

Source of Open Boundary Data CTD_20200825_1437 CTD_20200827_1515 CTD_20200905_1240

Mean Plume Discharge Rate 400 230 200 m3/s

Primary Plume Location (x,y) (86,13.5) (13, 110.6) (3,11.5) (km,km)

Overturning Circulation Strength 21 10 20 mSv

Average Melt Rate 0.26 0.08 0.19 m/day

Relevant Previous Studies Gladish et al. 2015b; Beaird et al. 2017 Straneo et al. 2011 Sutherland et al. 2014

Table 1. Summary of key fjord parameters and numerical simulation diagnostics in Section 2c: domain dimensions, vertical resolution, inflow
transport, inflow velocity, source of open boundary data (NASA OMG AXCTD label, see data availability statement), mean plume discharge rate,
primary plume location, overturning circulation strength, average face-wide melt rate, and relevant previous studies.

and Cenedese 2015; Chu 2014). Areas of elevated mix-
ing within the fjord-to-shelf region are primarily forced by
subglacial and ambient melt plumes as they are a dominant
mechanismofmixing for themajority ofGreenland’s fjords
(Carroll et al. 2017; Gladish et al. 2015b; Magorrian and
Wells 2016). We therefore use plume parameterizations
for both the discharge plume and the melt plume across all
ocean-glacial boundaries. The glacial geometry/interfaces
used Bedmachine V3 data.

The plume parametrizations used in our model setup
are based on buoyant plume theory, which solves 1-
dimensional equations (vertical profiles) for mass and mo-
mentum conservation within the plume. The adjacent tem-
perature/salinity profiles evolve in response to advection,
entrainment of ambient waters into the plume and outflow
from the plume, and the turbulent transfer of heat and salt
between the plume and the ice (Hellmer and Olbers 1989).
The plume is coupled to the circulation and stratification
in the MITgcm model configuration and is a slightly mod-
ified version of that proposed by Cowton et al. (2015),
optimized to work efficiently in high resolution simula-
tions (see data availability statement). This is identical
to the parameterization package detailed in Cowton et al.
(2015), except that we redistribute the buoyancy anomalies
from the solutions to the discharge plume equations over a
5-gridpoint-radius semi-circle in the horizontal and apply a
3-gridpoint smoothing in the vertical while conserving the
overall buoyancy anomaly and entrainment. This prevents
prohibitive restrictions set by theCourant-Friedrichs-Lewy
(CFL) condition on the model timestep in our high reso-
lution simulations as well as spurious mixing caused by
sharp gradients in the forcing at the gridscale. The sub-
glacial discharge uses a steady 2-month time average of

summer discharge averaged over the years 2017 to 2019
based on the outflow locations and discharge magnitudes
from the Mankoff et al. (2020) dataset.

Lastly, we discuss briefly the exclusion of surface bound-
ary forcing. We note that these simplified fjord-shelf re-
gional configurations are not intended to fully represent
the dynamics of Greenland’s fjords, but rather to capture a
few salient features that include more realism not present
in previous studies (Gladish et al. 2015b; Carroll et al.
2017; Zhao et al. 2021; Zhao 2021). However, we did test
the sensitivity of our regional simulations to steady winds
(stresses of up to 0.15 N/m2), a thin layer of static sea
ice throughout the domain (using the sea ice model from
(Losch et al. 2010)), andmean summer atmosphere forcing
(temperature and freshwater fluxes), which did not have a
noticeable influence on the fjord circulation below 100 m
depth. Intermittent, strong katabatic winds are likely im-
portant for fjord dynamics as they may lead to flushing
events (e.g., Spall et al. 2017), but the temporal variability
of fjord dynamics is not investigated in the present study.
One reason for this is that the effect of coastal Greenland
air-sea interaction (atmospheric temperature, air-sea fresh-
water fluxes, winds, floating ice) in the abutting shelf seas
likely influence the interior stratification while the air-sea
interaction within fjords have only been observed to impact
the near-surface fjord waters. Thus, we do not anticipate
these factors to qualitatively change our findings.

c. Regional Case Studies

In this subsection, a phenomenological description of
the hydrography, circulation, andmelt is presented for three
majorGreenlandic fjords (Ilulissat, Sermilik, andKangerd-
lugssuaq; see locations in Fig. 1). In these regional case
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Fig. 2. Ilulissat fjord (a) day 300 vorticity snapshot at I = −300 m (color) and bathymetry (contours). (b,c) Time-averaged (days 270 to 300)
maps of (b) meridionally-integrated overturning streamfunction (using Eq. (1)) and (c) depth-integrated recirculation (horizontal streamfunction
using Eq. (2)) below I = −300m. Transects of (d) potential temperature and (e) salinity along the middle of the fjord (see Fig. 1). (f,g) Salinity and
temperature profiles outside the fjord and inside the fjord, respectively, from OMG data (solid lines) and time-mean model output (dashed lines).
(h) Melt rate at the glacial face (Ilulissat Glacier, formerly Jakobshavn). (i) Meridionally-averaged melt rate decomposed between discharge plume
and face-wide melt plume. The contour spacings are 103 m3/s, 4 ×103 m3/s, 0.1 oC, and 0.1 psu for panels (b)-(e), respectively.

studies, we quantify the fjord overturning circulation via the overturning streamfunction, which is calculated as

k(G, I) =
∫ ,

0

∫ I

I� (G,H)
D dI′dH′ . (1)
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Fig. 3. Sermilik fjord, (a)-(h) are the same fields as Fig. 2 with (a) vorticity snapshot at I = −150m, and (g),(h) melt rates at Helheim Glacier. Note
the rotation of axes and the stretching of the y-axis in (d)-(f) to approximately preserve along-fjord distance.

Here, D is the time-averaged velocity in the G-direction (and

defined to be 0 below bathymetry), , is the width of the

domain in the H-direction, and I� (G, H) is the bathymetric

elevation. To quantify the horizontal recirculation, we use

the horizontal quasi-streamfunction

Ψ(G, H, I) =
∫ H

0
DdH′ , (2)
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Fig. 4. Kangerdlugssuaq (East Greenland) fjord, (a)-(h) the same fields as Fig. 2 with (a) vorticity snapshot at I = −150 m, and (g),(h) melt rates at
Kangerdlugssuaq Glacier.

which is approximately a streamfunction for the nearly
non-divergent horizontal flow.

1) Ilulissat

Ilulissat fjord in central-west Greenland has been dis-
cussed in many previous studies (e.g., Gladish et al. 2015b;
Beaird et al. 2017; Khazendar et al. 2019). In Fig. 2, we

present diagnostic fields that show the dynamics of Ilulissat
fjord. Table 1 lists the fjord parameters and bulk diagnos-
tics from this simulation.

Fig. 2a shows the mid-depth (I = −300 m) vorticity
where the eddy variability on the shelf and within the
fjord are apparent. On the shelf, the bathymetry guides the
warm-water pathways, which have high vorticity and gen-
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erate both cyclonic and anticyclonic eddies on the shelf.
Inside the fjord, large cyclonic vorticity signatures are vis-
ible at three distinct locations (G = 48, 68, 82 km). Fig.
2b shows the overturning circulation, which consists of
two overturning cells: a deep cyclonic overturning cen-
tered at I = −400m and a shallow anticyclonic overturning
cell centered at I = −100 m, both with deeper inflow and
surface outflow. The deep recirculation (below I = −300
m) shows large cyclonic recirculation cells co-located with
2 of the 3 regions of high vorticity. The along-transect
profiles of potential temperature and salinity show a sharp
transition of shelf waters to relatively well-mixed fjord wa-
ters. Specifically, the access of waters below 2 oC and
above 34 psu are significantly limited by the sill at the
fjord mouth. Fig. 2f,g show the observationally-sourced
boundary conditions at the southern shelf boundary and
the interior fjord properties, respectively.

Fig. 2h,i show the melt rate at the glacial face and the
meridionally-averaged melt rate (comparing the discharge
plume only and total melt), respectively. Although this
fjord has one of the largest discharge rates in Greenland,
over half of the total melt occurs outside of the discharge
plume (and the other fjord locations, discussed below).

Due to the shallow sill at the fjord mouth, the sill over-
flow is hydraulically controlled i.e., the Froude number of
the f = 28.5 kg/m3 density layer is approximately critical
(not shown). As a result, the melt and subglacial plumes
drive an overturning (primarily the deeper melt-plume
driven overturning) that is limited to density classes up to
this threshold. This lower warm water availability within
the fjord due to the hydraulically-controlled sill overflow
results in lower glacialmelt rates. However, a smaller range
of density variation leads to a stronger overturning and re-
circulation strength for a fixed buoyancy flux forcing (act-
ing on aweaker overall stratification), which leads to higher
melt rates overall due to the stronger, primarily horizontal
velocities at the ice face. See Zhao et al. (2019) for ad-
ditional discussion on hydraulically-controlled fjord over-
turning and Pratt andWhitehead (2007) for background on
hydraulically-controlled flows.

2) Sermilik

Sermilik fjord in southeast Greenland has been dis-
cussed in multiple previous studies (e.g., Straneo et al.
2011; Straneo and Cenedese 2015). In Fig. 3, we present a
series of diagnostic fields for Sermilik fjord and Helheim
glacier melt rates similarly to Fig. 2. Table 1 lists the fjord
parameters and bulk diagnostics from this simulation. This
fjord domain has been rotated 81 degrees clockwise in this
figure for ease in visualizing the overturning.

Fig. 3a shows the shallow (I = −150 m) vorticity where
the eddy variability on the shelf and within the fjord are
apparent but weaker than the Ilulissat fjord interior. A

strong coastal current crosses the fjord mouth (with a cy-
clonic vorticity signature). Inside the fjord, cyclonic vor-
ticity signatures are visible at multiple locations. Fig. 3b
shows the overturning circulation, which is organized in
two main cells: a deep overturning centered at I = −500
m and a shallow overturning cell centered at I = −120
m. Neither the overturning nor recirculation extend all
the way to Helheim glacier since this fjord has a weaker
discharge and a more winding geometry compared to the
other fjords tested, which results in an overturning circu-
lation that is partially driven by water mass transforma-
tion within the fjord’s tributaries. The along-transect pro-
files of potential temperature and salinity show well-mixed
fjord properties below I = −400 m. Fig. 2f,g show the
observation-constrained boundary conditions at the east-
ern shelf boundary and the interior fjord properties, re-
spectively. Fig. 2h,i show the melt rate at the glacial face
and the meridionally-averaged melt rate (comparing the
discharge plume only and total melt), respectively. The
melt distribution shows the elevated melt at depth due to
the unimpeded access of warm-salty Atlantic Water from
the shelf.

3) Kangerdlugssuaq

Finally, we discuss Kangerdlugssuaq fjord in central-
east Greenland. In Fig. 4, we present a series of diagnostic
fields for Kangerdlugssuaq fjord and the corresponding
glacier melt rates similarly to Fig. 2. Table 1 lists the fjord
parameters and bulk diagnostics from this simulation. The
model domain has been rotated 45 degrees counterclock-
wise in this figure for ease in visualizing the overturning.

Fig. 4a shows a snapshot of the shallow (I = −150 m)
vorticity, which has a signature of a strong coastal current
that crosses the fjord mouth, which sets up a significant
meridional baroclinic pressure gradient (suggested by the
gradients in temperature and salinity near the fjord mouth
at G = 80 km in Fig. 4d,e). This is a much stronger pressure
gradient than the those that occur across the Sermilik and
Ilulissat fjord mouths. Inside the fjord, cyclonic vorticity
peaks are visible at multiple locations. Fig. 4b shows the
overturning circulation, which shows mainly one overturn-
ing cell: a shallow overturning centered at I = −150 m.
The along-transect profiles of potential temperature and
salinity show well-mixed fjord properties below I = −400
m. Fig. 4f,g show the observation-constrained boundary
conditions at the eastern shelf boundary and the interior
fjord properties, respectively. Fig. 4h,i show the melt rate
at the glacial face and the meridionally-averaged melt rate
(comparing the discharge plume only and total melt), re-
spectively. The near-glacier circulation and melt rates are
strong influenced by the series of bathymetric sills near
the grounding line (particularly near the mid-fjord along-
transect, as seen in the 0 < G < 20 km region of Fig. 4d,e).



9

Fig. 5. (a)-(e) Snapshots of vorticity at various depths and (f) 3D vorticity surface (Z / 5 = 0.75) at day 100 showing the existence of three distinct
eddies (labeled as Eddy A, B, and C) and their vertical structure in Ilulissat fjord.

Fig. 6. Time evolution of the along-glacier face average showing the spinup (over the first 170 days) of the (a) potential temperature, (b)
meridional velocity, (c) melt rate, and (d) potential vorticity anomaly. Panels (a)-(d) use 5-day time averages. The shorter time-scale variability
(over days 200 to 230) of the instantaneous along-glacier face average of (e) potential temperature, (f) meridional velocity, and (g) melt rate,
compared to the zonal eddy location (h).

This weakens the access of warmwaters, which then weak-

ens the overturning and recirculation below I =−500. This

is partly the reason this fjord has comparatively weaker
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Fig. 7. (a) Snapshot (day 200) of depth-averaged (below I = −200 m) nondimensionalized vorticity zoomed-in on the near-Ilulissat glacier
eddy region, at day 200. (b),(c) Azimuthally-averaged vorticity and vertical profile of maximum vorticity. (d),(e) Azimuthally-averaged azimuthal
velocity Eaz (positive is clockwise) and vertical profile of maximum azimuthal velocity. (f),(g) Azimuthally-averaged vertical velocity anomaly and
vertical profile of mean vertical velocity anomaly. (h),(i) Azimuthally-averaged potential temperature anomaly and vertical profile of maximum
potential temperature anomaly. (j),(k) Azimuthally-averaged salinity anomaly and vertical profile of maximum salinity anomaly. The anomalies in
(f)-(k) were calculated relative to an azimuthal average just outside the domain shown (between a radial distance 4.5 to 6 km from the center of the
eddy). Note the uneven spacing of potential density contours, which are shown for panels (b), (d), (f), (h), and (j).

melt near the grounding line (see Fig. 4g,h), with melt
rates that peak at mid-depth.

3. Standing Eddies in Fjords

In the model results presented in Sect. 2, the distinctive
and previously unreported phenomenon is the existence
of long-lived standing cyclonic eddies within each fjord.
Previous simulations (e.g., Gladish et al. 2015b, Xu et al.
2012, Carroll et al. 2017) likely have not captured this
effect due to a combination of bathymetric complexity,
model resolution, and spinup time.

In this section, we primarily discuss the properties of
eddies within Ilulissat fjord, with a particular focus on the

standing eddy near the Ilulissat glacier face, its spinup,
transport, mergers with other eddies, and its influence on
Lagrangian and Eulerian residence times within the fjord.
We end this section with a discussion of the other eddies
in all three fjords modeled and the relationship of eddy
location to fjord bathymetry.

a. Eddy Properties and Spinup

In the simulation of Ilulissat fjord discussed in Sect. 2,
there are three long-lived eddies that are observed within
the fjord, which are highlighted in the 2D vorticity fields
and 3D vorticity surface in Fig. 5 (labeled Eddies A, B, and
C)). These three eddies have different sizes and vertical
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vorticity profiles, but all emerge and begin spinning up
around day 50 into the simulation around mid-depth (I =
−200 to -400 m). The emergence of these eddies occurs as
an apparent axisymmetrization that first starts as a series of
along-isobath gyre-like recirculation cells with alternating
vorticity sign along the fjord (not shown but similar to
the surface recirculation cells in Figs. 2a). In Ilulissat
fjord, the axisymmetrization or evolution towards more
radially-symmetric circulation patterns lead to three mid-
depth long-lived cyclonic eddies. Near the surface, the
recirculation is much more variable in time and leads to a
mix of cyclonic and anticycylonic eddies that advect out
of the fjord. Following this early axisymmetrization, the
eddies grow in their vertical extent, primarily downwards
to the seafloor over a period of 150 days – in Eddy C, this
coincides with the spinup of the along-glacier face velocity
discussed below.

Fig. 5f illustrates the 3D cyclonic vorticity surface
Z/ 5 = 0.75, which shows that in addition to these eddies,
there is a positive vorticity source from the sill overflow
region due to vorticity generation from water mass trans-
formation, which is connected to and advects vorticity into
Eddy A, and a positive vorticity source at the glacier face
near Eddy C, which intermittently interacts with Eddy C,
but primarily flows out of the fjord in the surface 125 m.
Note that these eddies do not extend to the surface region
where the vorticity field is dominated by the strong outflow
interacting with bathymetry along the fjord sides (e.g., in
Fig. 5a). However, there are occasional instances of verti-
cal alignment of the outflowing near-surface eddies in the
surface 150 mwith the deep-water eddies that are the focus
of this study (not shown).

Fig. 6a-d shows the spinup of the temperature, cir-
culation, melt rates, and potential vorticity anomaly at
the glacier face. The potential vorticity is calculated as
PV= d−1

(
mIE mGf + mID mHf− ( 5 + Z)mIf

)
, for potential

density f.These panels show that as the melt and circula-
tion spin up, the pool ofwarmwater in the deep fjord is con-
sumed via mixing and export, which over time contributes
to a lower melt rate. However, the circulation (overturn-
ing and recirculation) strengthens during this time, which
compensates the cooler waters such that the overall melt
rate does not change significantly – however, the total melt
does increase slightly (by ≈ 10%) over this time. In Ilulis-
sat fjord, the spinup process of the standing eddies and
fjord recirculation takes approx. 3-6 months based on the
near-glacier circulation and melt rate. The spinup time
depends on the renewal rate of deep fjord waters, which
depend on the fjord volume below a given depth and the
overturning circulation (driven primarily by the buoyancy
flux from the glacier at depth). However, there is also a
spinup time associated with the tendency of the vorticity
balance, which is discussed further in the next section.

Note that the melt and near-glacier velocity increases at
depth over this time period, which is important for accu-

rate predictions of rates of glacial undercutting (see Zhao
2021 for further discussion on the melt-circulation feed-
back in fjords). Due to this long duration, the temporal
response/adjustment of the fjord circulation forcing vari-
ability on seasonal timescales (such as 1-2 month peak
in summer subglacial freshwater discharge and seasonal
winds) are important to take into account in an observa-
tional context because circulation may take months to spin
up or spin down following a warm water renewal or sum-
mer subglacial discharge.

Fig. 6e-h shows the influence of the Eddy C’s location
(tracked using the algorithm discussed in subsection d) on
the temperature, meridional velocity, and melt rate. Over
a 30 day time-period (days 200 to 230), the eddy core
shown in Fig. 6h ranges from 2 to 6 km away from the ice
face (based on G = 86 km as the approximate location of
the glacier face). The distance between the eddy and the
glacier face has an effect on both the temperature (panel
e) and velocity (panel f) at the glacier face. The total in-
tegrated melt rates when the eddy is closest to the ice face
(defined here as periods where eddy core location > 83
km) is approximately 10% higher than the remainder of
the time series. This effect on the melt rate is primar-
ily due to the eddy-induced velocity field rather than the
eddy-influenced temperature field since the horizontal ve-
locities also increase by approximately 10% during these
time periods.

In Fig. 7, we show the azimuthally-averaged properties
of the near-glacier eddy (Eddy C) at day 200. This eddy
is located near the Ilulissat (formerly Jakobshavn) glacial
face and is of particular importance due to its influence on
the near-glacier velocity field and melt rate. Fig. 7a shows
a snapshot of depth-averaged vorticity in the near-glacier
region, which shows a radially-symmetric cyclonic eddy
core centered at approx. G = 82 km in addition to a positive
vorticity region near the glacier face. In the panels of Fig.
7b-e, we observe that the azimuthally-averaged vorticity,
azimuthal velocity, and isopycnal structure are consistent
with an cyclonic submesoscale coherent vortex, as dis-
cussed in previous literature (e.g., McWilliams 1990). In
particular, the stronger stratification at the core of the eddy
drives a geostrophic circulation and a cold, fresh anomaly
at the top of the eddy, which is consistent with the down-
ward vertical velocity, and a warm, salty anomaly at the
base of the eddy (in panels f through k). Both of these
anomalies extend to but are much weaker at the glacier
face in this snapshot.

b. Eddy Transport and Mergers

Although eddy mergers do not have a significant effect
on fjord overturning or heat transport (eddy momentum
and heat transport terms are weak compared to the mean
transport terms, which are not shown), they do have a sig-
nificant effect on the maintenance of these standing eddies
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Fig. 8. Hovmöller diagram of meridionally averaged vorticity vs. time for (a) z= -100 m, (b) z= -250 m, (c) z= -400 m, which show the preferred
locations of Eddies A and C and two preferred locations for Eddy B in shaded light green. The propagation velocity (dotted black line) correspond
to estimates of (a) 1.25 km/day, (b) 0.97 km/day, and (c) 1.04 km/day. Vorticity surface (Z / 5 = 0.75) at days (d)-(f) 108, 112, 116, respectively,
and (h) the maximum vorticity as a function of G. The color outlines highlight the mergers of the Eddy B and C in panels (d)-(f), where cyan is the
initial location of Eddy B, pink is the initial and final location of Eddy C, and lime is the merger location. The corresponding vorticity maxima are
also highlighted with the same colors in panel (g).
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Fig. 9. (a) Top view and (b) side view of a representative sample of 100 Lagrangian tracer trajectories that enter the fjord. (c) Vertically-averaged
and (e) meridionally-averaged residence time of the tracers. (d) Zonally-averaged residence time (calculated from the overturning circulation) and
tracer age, and (g) vertically-averaged tracer age compared to the mean residence time, (f) the near-glacier potential temperature and along-glacier
meridional velocity, and (h) the vertically-averaged temperature below I = −150 m for tracers that leave the fjord within 50 days (those that are not
trapped within eddies) vs. those that spend longer than 50 days within the fjord (those that are trapped inside eddies).

via vorticity advection, which is further discussed in Sec-
tion 4.

In Fig. 8a-c, we show aHovmöller diagram of themerid-
ionally averaged vorticity, which highlights the preferred
locations of the standing eddies in Ilulissat fjord andmerger
activity at various depths. Compared to Eddies A and C,
Eddy B has a larger range and participates in more merg-
ers (with C). Eddies A and C have strong deep vorticity
signatures while Eddies A and B also have near-surface
vorticity signatures and exhibit more clear instances of
vertical alignment between the surface and deeper eddies.

For the deeper eddy dynamics (below 125 m, panels b and
c), Eddy B periodically propagates eastward and merges
with Eddy C, and we can see that the signal of Eddy B is
weak in time periods following these propagation events.
In addition, there is an eastward propagation of vorticity
from the region near Eddy A to Eddy B, although this sig-
nature is partially due to the vorticity advection from the
near sill region (see Fig. 5f). The eastward propagation
velocities are approximately 1 km/day and are consistent
with themeridionally- and depth-averaged horizontalmean
flow.
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Fig. 10. Time-mean eddy size (represented by the width of the dotted circles in the y-axis dimension) and box plot of eddy location (along
the x-axis dimension) compared to the across-fjord width at various depths for (a) Ilulissat, (b) Sermilik, and (c) Kangerdlugssuaq fjords. The
time-mean eddy size and location statistics were calculated using the AMEDA algorithm (see Sect. 3d for further discussion).

For the surface eddies (above 125 m, panel a), Eddy B
periodically propagates westward with a propagation ve-
locity of 1.25 km/day andmerges with EddyA, while Eddy
A occasionally exits westward (out of the domain) where
the vorticity is advected/diffused by the strong exiting flow.
The periodical eddy mergers occur approximately every 30
days for the deeper eddies and it occurs approximately ev-
ery 70 days for the surface eddies.

In the remainder of this study, we ignore the surface
eddies, which are not standing eddies and do not strongly
influence the fjord circulation, vorticity balance, or melt
rates as much as the deeper standing eddies. In addition,
these surface eddies are likely to be strongly influenced
by the surface forcing (e.g., drag against sea ice/mélange),
which is not represented in these model configurations. In
contrast, the deeper eddies are by comparison are much
less likely to be influenced by the surface forcing.

Fig. 8d-f shows the 3D vorticity surface (Z/ 5 = 0.75) at
days 108, 112, and 116, highlighting an eddy merger event
between Eddy B (cyan) and C (pink) and their merger
(lime green). The maximum vorticity over the course of
themerger is shown in Fig. 8g that results in a peak vorticity
for Eddy C that is approx. 60% greater than the pre-merger
peak vorticity. Note the existence of an outflowing surface
eddy in these panels (centered at G = 70 km, I = −100 m).

c. Lagrangian Standing Eddy Circulation/Trapping

Lagrangian tracer experiments have been informative
in fjord and estuaries in both observations and numerical

simulations (Pawlowicz et al. 2019). However, near glacier
fjords, these simulations have only tested the fjord outflow
on shelves instead of within the fjords themselves, e.g.,
in the West Antarctic Peninsula (Pinones et al. 2011) and
Kangerdlugssuaq regions (Gelderloos et al. 2017). To bet-
ter understand the influence of these eddies on tracers and
residence times within these fjords, we use a tracer release
experiment within the Ilulissat fjord simulation.

We deploy 100,000 tracer particles over a period of 20
days (5000 per day) starting at day 100 at even spacings
in the x and z directions at the inflow boundary condition
(50 tracers in the vertical direction and 100 tracer in the
horizontal direction). The particle trajectories were not
sensitive to the deployment rate because those that stay
within the fjord spend amuch longer period of time trapped
within the fjord than the deployment duration. Fig. 9a,b
shows the tracer trajectories froma top and side view, which
highlights the trapping of tracers primarily within Eddy C
(the near-glacier eddy) with weaker trapping in EddyA and
the weakest trapping in Eddy B. A few particles in panel a
show an eastward spiral movement of particles trapped in
Eddy B, which coincides with an eddy merger event with
Eddy C.

Fig. 9c,e shows the vertically- and meridionally-
averaged tracer age (over all particles) at day 200, respec-
tively, which highlights the high residence times within the
eddy at G = 50 km and the near-glacier eddy, as well as at
the deepest depths, where the circulation is weak. Fig. 9d,g
show a comparison between expected Eulerian residence
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time (for a given depth, this is the overturning circulation
magnitude divided by the fjord volume below this depth)
and the zonal and vertical deviations as a result of stand-
ing eddies, and Fig. 9f,h shows the resulting colder bias of
older water masses within the eddy at the glacier face.

Based on our tracer release experiment, approximately
7.5% of shelf tracers enter the fjord (consistent with the
Eulerian streamfunction). After 100 days, half of the trac-
ers still remain in the fjord, where a majority of the tracers
are near or within one of the three eddies. A key takeaway
from this experiment is that the along-fjord and vertical
deviations from the mean fjord residence time suggest that
melt rates inferred from tracer concentrationmeasurements
within fjords such as noble gas and oxygen isotope mea-
surements might be biased higher than actual melt rates.
This is especially the case if they are within the near-glacier
eddies where they may be trapped for a substantially longer
time than the average Eulerian residence time.

d. Eddy Locations and Bathymetry

In addition to the near-glacier Ilulissat Eddy C (dis-
cussed in subsection a), we also investigate and track the
position of each eddy in all three fjords over time. To do
so, we use the Angular Momentum for Eddy Detection
and tracking Algorithm (AMEDA) (Vu et al. 2018). This
detection and tracking algorithm has been effectively used
in both numerical simulations and satellite data (Morvan
et al. 2020). The algorithm uses gridded velocity, defor-
mation radius, and a few user-defined tuning parameters as
inputs and tracks individual eddy locations and radii over
time. The algorithm uses this to find eddy centers that cor-
respond to an extremum of the local normalized angular
momentum that is contained within a closed streamline.
The streamlines surrounding this center are then computed
and the eddy mean radius is defined as the equivalent ra-
dius of a disc with the same area as one delimited by the
closed streamline with the maximum area.

In our implementation of this algorithm, we use the
depth-averaged horizontal velocity field below the dis-
charge plume neutral buoyancy depth (approximately I =
−150 m for all three fjords), a deformation radius of 4 km
that is approximately representative of all three fjord inte-
riors, and the default tuning parameters from the algorithm
(our results were not sensitive to these parameters). In ad-
dition to the cyclonic eddies, the algorithm also detected
smaller anticyclonic eddies, but these were short-lived ed-
dies with weaker cores and are therefore not included in
the discussion in the remaining sections.

Fig. 10 shows the time-mean eddy radii (over days 200 to
300) and box plots of eddy locations compared to the width
of the three fjords at selected depths. For all three fjords,
there is a suggestive visual correlation of eddy locations
with the widest parts of the fjords. Most of the eddy
radii are contained within the I = −500 m isobath and

the eddies are fairly evenly spaced with no two preferred
eddy locations within 10 km (a few eddy radii) of each
other. A few of the eddy positions have a large horizontal
extent (e.g., Ilulissat Eddy B), which seem to occur when
the fjord width does not change much in the along-fjord
direction. These same eddies also undergo eddy mergers
more frequently (as discussed in Sect. 3b). Importantly,
there are eddies (with varying properties) positioned near
the glacier face in all three of the fjords tested, which
has implications for glacial melt rate. However, the near-
glacier eddies in the Sermilik and Kangerdlugssuaq fjords
are much weaker than the one in Ilulissat because these
fjords have a weaker subglacial discharge.

4. Vorticity and Glacial Melt Rates

Recent modeling results show that the horizontal recir-
culation plays an important and potentially dominant role
in glacial melt rates in deep-water fjords (Zhao 2021).
Specifically, the near-glacier horizontal velocity, which
owes its magnitude to the horizontal recirculation within
the fjord, plays an important role in driving ambient front-
wide glacial melt and may be comparable to the subglacial
discharge-driven melt (Slater et al. 2018, Jackson et al.
2019). While the horizontal velocity can be locally compli-
cated (e.g., within the standing eddies and near topographic
features), we take an overall view that focuses on the fjord-
scale recirculation, for which a dynamical analysis of the
circulation (i.e., the horizontally-integrated vorticity bal-
ance) is the appropriate diagnostic. In order to develop
scaling theories for the recirculation and near-glacier hor-
izontal velocities, we present a vorticity balance analysis
using Ilulissat fjord as an example. We then use this to de-
velop a simple theory to predict the near-glacier horizontal
velocities and glacial melt-rate, which builds on the theory
from Zhao (2021).

a. Fjord Vorticity Balance

To provide a theoretical scaling prediction for the near-
glacier horizontal velocity, we first diagnose the fjord vor-
ticity balance. We start with the horizontal inviscid mo-
mentum equations using the Boussinesq approximation on
an 5 -plane,

mCuℎ + (u · ∇)uℎ + 5 ẑ×uℎ = −
1
d0
∇ℎ?−Ffric , (3)

for bottom friction parameterized asFfric = mIτ for a stress

τ =

{
�3 |uℎ |uℎ , at I = I1 (bathymetry),
0, otherwise,

(4)

where �3 = 2× 10−3 is the bottom drag coefficient. The
stress in the interior includes viscous terms parameter-
ized by the K-Profile Parameterization (Large et al. 1994),
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Fig. 11. (a) The depth-averaged vorticity at day 210 for Ilulissat fjord with zonal eddy extent over days 200 to 220 (shaded green area).
Time-averaged (days 200 to 220) meridionally-integrated zonal-cumulative integrals (starting from the glacial face and integrating westward) of the
labeled terms in Eq. (5) vertically-integrated between four separate depth bands, (b) −125 < I m, (c) −235 < I < −125m, (d) −380 < I < −235m,
and (e) I < −380 m. (f) The time-averaged area integral of the near-glacier recirculation region (G > 75 km) for each of the labeled terms in Eq.
(6) (pink, light blue, light yellow, light orange shaded regions correspond to the regions in (b)-(e)). Additional dotted lines in panel (f) correspond
to the vorticity generation, total vorticity advection, and bottom stress curl terms integrated in a larger full-fjord region (G > 40) km (the total does
not deviate significantly from the G > 75 km region).

but this is negligible in our simulations. Note the dif-

ference in notation used here for the 2D velocity vector

and Laplacian operator uℎ = (D, E), ∇ℎ = (mG , mH), and the

3D velocity vector and Laplacian operator u = (D, E,F),

∇ = (mG , mH , mI).

Taking the horizontal curl of Eq. (3), we obtain the
equation for the vertical component of vorticity

mC Z︸︷︷︸
tendency

+ ∇ · (uZ) − ZmIF−
[
(mID) (mHF) − (mIE) (mGF)

]︸                                                        ︷︷                                                        ︸
total vort. advection

− 5 mIF︸︷︷︸
vort. generation

= − ∇ℎ ×Ffric︸     ︷︷     ︸
bottom stress curl

. (5)
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Fig. 11b-e shows the time-averaged meridionally-
integrated zonal-cumulative integrals of each term in Eq.
(5) vertically-integrated over four distinct depth bands. We
use a zonal-cumulative integral, which starts at zero at
the glacial face and is integrated westward, to visually re-
duce noisy vorticity sources generated by bathymetry. The
terms in this balance shown in Fig. 11 include the vorticity
generation, bottom stress curl, and total vorticity advec-
tion (including horizontal and vertical vorticity advection,
vorticity stretching, and tilting). The vortex tilting terms
are comparatively much smaller than the other terms and
grouped with this total vorticity advection term. The four
depth bands are chosen based on the sign of mIF (which
is consistent with the two overturning cells in Fig. 2b) and
correspond to the inflow/outflow of the melt plume-driven
overturning (I < −380 m, −380 < I < −235 m) and the
inflow/outflow of the discharge plume-driven overturning
(−235 < I < −125m, −125 < Im), which is more apparent
in the near-glacier area integral discussed below.

Starting in the bottom layer, the near-glacier region con-
verts vorticity generation to total vorticity advection, which
is primarily balanced by the bottom stress curl over the en-
tire fjord (with a near compensation between the advection
and stretching terms). We primarily use the approximate
balance between the vorticity generation and bottom stress
curl in the bottom layer to develop our scaling prediction
for the melt rate in the next subsection. In the other three
layers, the vorticity generation is predominantly balanced
by total vorticity advection over most of the fjord.

We now calculate vertical profiles of the terms in Eq. (5)
over a defined region of the fjord by taking an area-integral
and applying the Stokes’ and divergence theorems∬

5 mIF d�︸          ︷︷          ︸
vorticity generation

−
∮
m�

mIg · t̂dB︸          ︷︷          ︸
bottom stress curl

=

∮
m�

(
uℎZ

)
· n̂dB−

∬
ZmIF + ‘vortex tilting’d�︸                                                           ︷︷                                                           ︸

total vort. advection

, (6)

where n̂ is the unit vector normal to and t̂ is the unit
vector tangential to the boundary of area � and the vortex
tilting refers to the last component of the total vorticity
advection term in Eq. (5). Fig. 11e shows the vertical
profiles of each of the terms in Eq. (6) integrated over two
regions: the near-glacier recirculation area (bounded by
G = 75 km and the glacial face) in the solid lines and the
entire fjord region excluding the sill (bounded by G = 35 km
and the glacial face) in the dotted lines. Note that over the
near-glacier region, the vorticity generation in the bottom
layer is balanced by total vorticity advection while bottom
stress curl is weak. However, the bottom stress curl is the

dominant term in the bottom 200 m when integrated over
the full fjord domain.

b. Implications for Glacial Melt

In order to understand the sensitivity of glacial melt rates
to fjord parameters, we extend previous theories (Zhao
et al. 2021) to relate the vorticity balance to glacial melt.

Based on the vorticity balance in the bottom layer in Eq.
(5) and Fig. 11, we calculate a prediction for the along-
isobath velocity by balancing the area-integrated bottom
stress curl and vorticity generation terms from Eq. (6). An
underlying assumption is that this along-isobath velocity is
assumed to be approximately constant around the isobath,
which includes the near-glacier region as part of its cir-
cuit. This assumption allows us to predict vertical profiles
of horizontal velocity at the glacier face. The vorticity
generation term is defined as

5 &(I), where &(I) ≡
∬

FI d� . (7)

The bottom stress curl term∮
m�

mIg · t̂dB ≈� �3�
−1
eff︸  ︷︷  ︸

≡�g

|Ebdy |Ebdy , (8)

can be approximated by using a mean along-isobath ve-
locity, Ebdy, which approximates the path integral with
a boundary perimeter length � circumscribing region
A using an along-path averaged velocity scale Ebdy =

�
−1

∮
m�

uℎ · t̂dB within a bottom boundary layer scale
height, �eff. In the simplified boundary layer parameter-
ization using a bulk drag coefficient (in MITgcm with an
unresolved bottom boundary layer), �g ≡ �3 (ΔI)−1 and
Ebdy is evaluated at the deepest wet grid cell just above
bathymetry. This is used as the prediction of the mean
along-perimeter horizontal velocity at each depth in the
discretized vertical grid, which we denote as Etheory.

Setting the terms from Eqs. (7) and (8) equal, we have a
prediction for the near-glacier velocity

Etheory ≈ sgn(&(I))
(
5 |&(I) |
��g

)1/2
. (9)

We compare the prediction of the vertical profile of hor-
izontal velocity to the simulated results of Ilulissat fjord.
Fig. 12a,b show the near glacier circulation, which is con-
sistentwith the near-glacier eddy discussed in previous sec-
tions. However, the along-face horizontal velocity in Fig.
12b,c exhibit complex meridional and vertical structure.
Fig. 12d shows the depth-averaged velocity based on Eq.
(9), compared to the meridionally-averaged along-glacier
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velocities diagnosed from simulations. The differences be-
tween the theoretical depth-averaged along-glacier veloc-
ity and simulated velocity profiles are substantial at most
depths. Specifically, in the bottom layer, the small recircu-
lation region in the southeast corner leads to a southward
along-glacier velocity, which is not captured in our theory.
This negative (clockwise) recirculation region accounts for
the difference between our theory over −620 < I < −400
m. Below these depths, the specific pathways of currents
guided by bottom bathymetry dominates the near-glacier
velocity. However, in the bottom layer the theoretical pre-
diction of the depth-averaged along-glacier velocity is at
most 10% larger than the simulation-diagnosed value. This
prediction is not expected to be accurate in the other depth
bands because the vorticity generation is balanced by the
total vorticity advection term instead of bottom stress curl.

Using this prediction of the near-glacier velocity mag-
nitude, we develop predictions for the glacial melt rate.
Assuming that the melt is primarily driven by horizontal
velocities external to the discharge plume and vertical ve-
locities within the discharge plume, we use the 3-equation
thermodynamics (using e.g., Hellmer and Olbers 1989,
Holland and Jenkins 1999) and assume ice temperatures
that are approximately freezing. This allows us to sim-
plify this relationship to a linear melt rate " (in m/s) that
is approximately proportional to Etheory for the melt rate
external to the plume as

"v,theory =
2F ()0 −)1)

!8
�
1/2
3
Γ) |Etheory | , (10)

where !8 = 3.35×105 J kg−1 is the latent heat of fusion of
ice, 2F = 3.974×103 J kg−1 K−1 is the specific heat capac-
ity of water, Γ) = 2.2× 10−2 is the thermal transfer con-
stant, and )1 = ) 5 and )0 are the boundary layer (assumed
to be at freezing temperature) and ambient temperature,
respectively. The vertical ambient temperature profile is
diagnosed from the model over near-glacier region, G > 85
km.

The total melt rate is the sum of the region outside of
the plume (from Eq. (10)) and the region within the plume

"total,theory = "v,theory +
2F ()0 −)1)

!8
�
1/2
3
Γ) |F | , (11)

where the vertical velocities are predicted used plume dy-
namics (Morton et al. 1956), which is used in the param-
eterization of plume entrainment in our model (Cowton
et al. 2015) and can be diagnosed directly (or explicitly
included in the theory).

The melt rate predictions, "v,theory and "total,theory, are
shown in Fig. 12e compared to the simulation-diagnosed
meridionally-averaged melt rate. Within the bottom layer,
the melt rate is well predicted by the theory in Eq. (11),
with the vertical and horizontal velocity components each

driving approximately half of the melt rate in both the the-
ory and simulations. This improved accuracy compared
to the near-glacier velocity is due to the fact that the tem-
perature profile is diagnosed from the model results. Note
that this theory only accounts for thermal contribution to
the elevated melt rates near the grounding line (leading to
glacial undercutting) and not the increased along-glacier
velocity at the grounding line since it uses a layer-averaged
velocity. However, this only demonstrates a partial suc-
cess of the theory as shown in Fig. 12d,e. For the profiles
shapes in Fig. 12d, the theory for the third layer provides
an accurate prediction of near-glacier velocity, and in Fig.
12e the second layer is an inaccurate prediction for melt
rate due to advection playing a significant role in the vor-
ticity balance in Fig. 11. On the other hand, the general
magnitudes of velocity and melt rate are still reasonable.

In summary, we find that vertical profiles of velocity and
melt at the glacial face are dependent on complex bathy-
metric features and restricts/guides access of dense warm
water near the grounding line. The melt rate is strongly
influenced by a complicated flow that is not easily captured
in our simple theories. However, a simple vorticity balance
and melt rate prediction can aid with the interpretation of
realistic simulations to better understand how circulation
drives glacial melt.

5. Conclusions

In this study, we use a high-resolution numerical model
with realistic geometry to simulate the circulation within
three major Greenlandic fjords (Section 2, Figs. 2–4).
These simulation results reveal multiple standing eddies
in each fjord (see Fig. 5). We discuss the properties of
these eddies and their role in fjord circulation and tracer
advection, and the role of bathymetry in determining their
preferred locations (Section 3, Figs. 7, 9, 10). To under-
stand the influence of eddies and the resulting circulation
within realistic fjord geometries, we analyze the fjord vor-
ticity balance, which allows us to extend previous theories
for the glacial melt rate (Section 4).

We find that eddies within glacial fjords are generated
by a combination of two vorticity sources (see Fig. 11):
(1) vorticity generation from the subglacial discharge and
meltwater plumes at the glacial face and (2) vorticity advec-
tion into the fjord through the fjord mouth at mid-depths.
These eddies take months to spin up (Fig. 6) and eventu-
ally reach a steady state with bottom stress curl balanc-
ing/dissipating the vorticity input at depth. The eddies
are large perturbations on the horizontal streamfunction
within the fjord, undergo mergers with other eddies (Fig.
8), and significantly increase the Lagrangian and Eulerian
residence times within the fjord (see Fig. 9). These eddies
prefer deep and wide regions within the fjords (see Fig.
10).
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Fig. 12. Time-averaged (days 200 to 220) (a) depth-integrated (below I = −300 m) horizontal streamfunction contours over bathymetric depth
zoomed-in on the near-glacier region, (b) depth-averaged meridional velocity, (c) meridional velocity at the glacier face, (d) meridionally-averaged
meridional velocity and the theoretical prediction (dotted line), and (e) glacial melt rates based on the horizontal velocity only ("E ) and the
horizontal and vertical velocities ("total) with corresponding theoretical predictions (dotted lines).

Most important, when these eddies are close to the ice
face, they serve to amplify glacial melt rates (as shown in
Fig. 12). To develop a scaling theory for the vertical melt
rate, we used the vorticity balance in Section 4a. In this
balance, the eddies play an important role in the vorticity
budget at deeper depths, where the near-eddy regions dis-
sipate the majority of the vorticity through bottom stress
curl. Although the near-eddy circulation is not entirely set
by the eddy dynamics, the aggregation of most eddies near
the deepest and widest portions of the fjord occurs where
the along-isobath circulation dissipates most of the vortic-
ity beneath these eddies. Our results show the existence
of long-lived eddies for all three fjords studied. However,
standing eddies are also likely to exist in many of the other
deep-water fjords around Greenland.

Observations have likely missed these dynamically-
significant features due to their small scale and temper-
ature/salinity anomalies being less apparent (but still ob-
servable) compared to anomalies in the less-sampled ve-
locity and vorticity fields because the eddies appear to exist
primarily in the well-mixed fjord interior. In addition, al-
though these are standing eddies, they domove periodically

over distances larger than their radii, making them difficult
to observe.

In real fjord systems, these eddies may take months to
spin up or spin down following a warm water renewal
or summer subglacial discharge. It is possible then that
these eddies do not fully spin up during a melt season.
However, although the timescale associatedwith a full eddy
spinup process is longer than themelt season (as Zhao 2021
suggests) the subglacial discharge-driven circulation acts to
trigger the melt-circulation feedback. This feedback then
dominates the deep circulation (below the neutral buoyancy
depth of the subglacial discharge plume) and lasts for a
much longer time period. In the absence of subglacial
discharge, the melt-driven circulation would take longer to
spin up the eddies, but they would likely still exist.

There are numerous caveats in this study due to
the limitations of our model configuration. These in-
clude the absence of atmospheric fluxes, simple verti-
cal mixing representation, the lack of sea ice, mélange,
and icebergs, which can supply substantial buoyancy
input (Enderlin et al. 2016). Another caveat is the
prescription of a time-invariant open-ocean boundary,
which limits the shelf variability within our simula-
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tions; there can be a shelf current-induced increase/
decrease in the exchange between the fjord and shelf (Zhao
et al. 2021). We also do not consider the effect of winds,
which likely exhibits a larger effect on the shelf region via
fjord overturning driven by coastal upwelling (not included
in our domain), but may also directly drive fjord circula-
tion/renewal for strong enough katabaticwind events (Zhao
et al. 2021; Spall et al. 2017). Also, in our glacial bound-
ary parameterization, the melt rates are calculated using
the closest grid point of horizontal and vertical fjord ve-
locities, which is an imperfect representation; in general,
a better understanding and representation of the ice-ocean
boundary layer needed to improve glacial melt rate esti-
mates. Another caveat is that much of the analysis in this
study is specific to Illulisat, which can be extended to more
fjords in the future.

Following this study, there are a number of open ques-
tions that require further attention. Additional work is
needed to investigate other fjords at higher resolution as
well as conduct this analysis over a larger sample of Green-
landic fjords. In particular, analyzing the measures of 3D
circulation, vorticity balance, and melt rate for more fjords
may help us understand the range of circulation-melt inter-
action across the fjord population. Another future avenue
is to investigate boundary layer parameterizations at the
glacial face, which is currently not well-supported by ob-
servations (Jackson et al. 2019). Improved representations
of the boundary layer may also influence the interaction
of submesoscale-microscale dynamics. A final avenue is
to investigate the interaction between multiple neighbor-
ing fjords, which is likely important when many fjords are
closely packed along the shelf.
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