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Abstract

In extreme value analysis, quantization due to rounding causes biases in parameter estimation and incorrect sizes in goodness-

of-fit testing. We treat rounded data as interval censored and estimate the parameters by maximizing the likelihood that

accounts for interval censoring. The resulting estimator are asymptotically unbiased. Further, classic goodness-of-fit tests such

as Anderson–Darling are adapted to discrete data resulted from rounding, which gives tests with correct sizes and substantial

powers. Such tests have important implications in threshold selection for extreme value analyses. The performances of the

estimation and goodness-of-fit are validated in a simulation study with rounded data from generalized Pareto distributions. In

applications to the precipitation data of 18 eastern Washington stations, the proposed methods selected thresholds for more

stations with more exceedances and, hence, more accurate return level estimations.
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Key Points:7

• The bias in the naive likelihood estimator of GPD parameters with rounded data8

is corrected with a true likelihood estimator.9
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Abstract14

In extreme value analysis, quantization due to rounding causes biases in parameter es-15

timation and incorrect sizes in goodness-of-fit testing. We treat rounded data as inter-16

val censored and estimate the parameters by maximizing the likelihood that accounts17

for interval censoring. The resulting estimator are asymptotically unbiased. Further, clas-18

sic goodness-of-fit tests such as Anderson–Darling are adapted to discrete data resulted19

from rounding, which gives tests with correct sizes and substantial powers. Such tests20

have important implications in threshold selection for extreme value analyses. The per-21

formances of the estimation and goodness-of-fit are validated in a simulation study with22

rounded data from generalized Pareto distributions. In applications to the precipitation23

data of 18 eastern Washington stations, the proposed methods selected thresholds for24

more stations with more exceedances and, hence, more accurate return level estimations.25

Keywords: interval censored; likelihood estimation; quantization error; threshold se-26

lection; return level27

1 Introduction28

Quantization due to rounding is known to affect the results of extreme value anal-29

ysis significantly in multiple ways. Precipitation data, for example, are often subject to30

quantization because of the limitation in the measuring devices’ precision. The United31

States precipitation data from the Global Historical Climatology Network are available32

with observations recorded to the nearest hundredth of an inch. In extreme value anal-33

yses of such precipitation data with the generalized Pareto distribution (GPD), when34

quantization is ignored, the maximum likelihood estimators (MLE) of the GPD param-35

eters have been reported to be biased, with more severe bias under higher quantization36

level relative to the data (e.g., Deidda & Puliga, 2009). Goodness-of-fit tests designed37

for data with no quantization, such as the Anderson–Darling test, become invalid in that38

the critical values of the testing statistic should be much greater under quantization (Deidda,39

2007; Deidda & Puliga, 2009). That is, the tests reject when they should not. Conse-40

quently, in application to threshold selection for the peaks-over-threshold (POT) approach41

for extreme value analyses, all candidate thresholds could be rejected when some of them42

should not, and an overly high threshold could be selected when a lower one should (Langousis43

et al., 2016; Bader et al., 2018).44

Quantized data are grouped continuous data, which have been extensively stud-45

ied in the statistical literature (e.g., Heitjan, 1989; Schneeweiß et al., 2010). It has been46

long recognized that quantized data have a different likelihood function than that ob-47

tained when the quantization is ignored. For example, Kempthorne (1966) stated that48

“all observations are in fact discrete, with a grouping error specified by the scientist”;49

the contribution of an observed data point to the likelihood is the probability of its falling50

into the observed grouping intervals. Giesbrecht and Kempthorne (1976) provided an51

application to the three-parameter lognormal distribution. The consistency and asymp-52

totic efficiency of the MLE follow from the multi-parameter, discrete distribution ver-53

sion of the general theorems of the asymptotic properties of MLEs (Kulldorff, 1957). A54

more advanced application is Bai et al. (2009), where a composite likelihood was used55

for time series models with rounded observations based on interval censoring. The method56

was later extended to rounded data from general dependent sequences (Zhang et al., 2010).57

The likelihood construction based on interval censoring for rounded data was reinvented58

in the engineering literature with quantized data from normal distributions (Vardeman59

& Lee, 2005). In extreme value analyses, Bader et al. (2018) proposed a multiple impu-60

tation approach where the rounded data are jittered multiple times with a perturbation61

controlled by the rounding error, and then the medians of the estimators and the test-62

ing statistics are used as estimators and testing statistics. The resulting estimator may63
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be a good one, but the resulting testing statistics obviously remain incompatible with64

the null distribution obtained for continuous data. A more elegant solution is needed.65

Our contribution is a well-tested toolset for parameter estimation and goodness-66

of-fit test in extreme value analyses under quantization error. The parameters are es-67

timated by maximizing the true likelihood of the observed rounded data, which is con-68

structed based on interval censoring. When there is no quantization error, the likelihood69

coincides with that for continuous data. For goodness-of-fit tests, by treating the rounded70

data as discrete data, standard tests that are designed for continuous data are adapted,71

and the p-values are obtained through parametric bootstrap. In an extensive simulation72

study, the MLEs of the GPD parameters appeared to be unbiased; the goodness-of-fit73

tests held their sizes and had substantial power. When applied to threshold selection in74

the POT method in extreme value analyses of 18 eastern Washington stations, drasti-75

cally different selection results were obtained, which led to drastic difference in point and76

interval estimation of return levels.77

The rest of the paper is organized as follow. The problem is set up and the esti-78

mation based on the true likelihood is presented In section 2. In section 3, we adapt clas-79

sic goodness-of-fit tests for GPD to the case of rounded data. A simulation study is re-80

ported in Section 4 to demonstrate the performance of the MLE and the goodness-of-81

fit tests. The methods are applied in Section 5 to automated threshold selection for the82

extreme value analyses of the precipitation of two sites in California. A discussion con-83

cludes in Section 6.84

2 Likelihood Estimation85

Without loss of generality, consider a GPD with location zero and distribution func-86

tion87

F (x;σ, ξ) =

1−
[
1 + ξx)

σ

]−1/ξ

, ξ 6= 0;

1− exp
(
− x
σ

)
, ξ = 0,

where σ ∈ [0,∞) and ξ ∈ (−∞,∞) are scale and shape parameters, respectively. The88

support of the distribution is x ≥ µ if ξ ≥ 0 and 0 ≤ x ≤ −σ/ξ if ξ < 0. Let X =89

(X1, ..., Xn) be random samples of size n from F (·;σ, ξ). If there were no rounding, we90

would observe x = (x1, ..., xn). With rounding, however, we only observe a rounded ver-91

sion of x subject to a known rounding level δ > 0. Each observed data point is rounded92

to the nearest multiple of δ. Let x∗ = (x∗1, ..., x
∗
n) be the observed rounded sample. We93

have x∗i = δdxi/δ − 0.5e for i = 1, 2, ..., n, where dte is the ceiling integer of t, that is,94

the least integer greater than or equal to t. Our task is to estimate σ and ξ based on the95

observed data x∗.96

The contribution of observation x∗i to the likelihood is97

Pr(Xi ∈ [(x∗i − δ/2)+, x∗i + δ/2)) = F

(
x∗i +

δ

2

)
− F

((
x∗i −

δ

2

)+
)
, (1)

where t+ = max(0, t). Note that x∗i + δ/2 can be beyond the support of the distribu-98

tion if ξ < 0, but it has no influence to the MLE since F (x∗i + δ
2 ) = 1 in this case.99

The loglikelihood function is thus100

`∗(σ, ξ; x∗) =

n∑
i=1

log

{
F

(
x∗i +

δ

2

)
− F

((
x∗i −

δ

2

)+
)}

. (2)

The maximizer of the loglikelihood (2), (σ̂, ξ̂) is the MLE of (σ, ξ). As long as ξ > −0.5,101

the MLE is asymptotically unbiased and normally distributed, with variance being the102

inverse of the Fisher information matrix (Smith, 1985).103
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The likelihood contribution in (1) is the key to construct the correct likelihood based104

on the rounded data. A naive treatment is to ignore the rounding, pretending that the105

rounded data are continuous observations. In that case, the likelihood contribution of106

x∗i is f(x;σ, ξ), where f is the probability density function of F (x;σ, ξ). As δ → 0, the107

contribution in (1) divided by δ converges to 2f(x∗i ;σ, ξ) for x∗i > 0 and to f(0;σ, ξ)108

for x∗i = 0. Therefore, the naive MLE is similar to the true MLE only δ is small rela-109

tive to the scale of the distribution. As will be shown, when δ increases, the bias of the110

naive MLE increases while the true MLE remains unbiased. Further, for large samples,111

the variance of the true MLE can be reasonably well estimated by the inverse of the Fisher112

information matrix.113

3 Goodness-of-fit Test114

Let Fδ(·;σ, ξ) be the discretized version of F (·;σ, ξ) rounding level δ > 0. For a115

given parameter vector (σ, ξ), Fδ(t;σ, ξ) is the distribution function of a discrete random116

variable with support t ∈ {0, δ, 2δ, · · · }; at each point in the support, we have Fδ(t;σ, ξ) =117

F (t+ δ/2;σ, ξ). The goodness-of-fit test is to test118

H0 : x∗ is a random sample from distribution function Fδ(·|σ, ξ) for some (σ, ξ). (3)

3.1 Chi-Squared Test119

The first test to be considered it the chi-squared (CS) test (Pearson, 1900), which120

applies to both continuous and discrete data. Suppose that the data are grouped into121

k bins. The testing statistic is122

χ2 =

k∑
i=1

(Oi − Ei)2

Ei
,

where Oi is the observed count and Ei is the expected count in the ith bin, i = 1, . . . , k.123

In practice, each Ei is usually set to be no smaller than 5. It is critical to note that the124

expected count Ei is calculated based on the MLE (σ̂, ξ̂) of the parameters of the hy-125

pothesized GPD. This MLE should be the true MLE based on interval censoring instead126

of the naive MLE.127

To assess the significance of the test, the null distribution of the testing statistic128

is needed, which is not as simple as many think. Only when the parameters are estimated129

by minimizing the test statistic does the test statistic under H0 follows a χ2
k−p−1 dis-130

tribution (Fisher, 1922), where p = 2 is the number of parameters in the GPD case.131

The MLE in general is not the same as that estimate. Therefore, the null distribution132

of the testing static is between χ2
k−p−1 and χ2

k−1 (Chernoff & Lehmann, 1954). We ap-133

proximate the p-value of the observed statistic through parametric bootstrap, where each134

bootstrap sample is generated from the fitted distribution (Tibshirani & Efron, 1993, Chap-135

ter 21).136

In our numerical studies, the bins were chosen so that the fitted relative frequency137

for each bin is at least 0.05; otherwise, it is merged with a neighboring bin.138

3.2 Tests Adapted from the Continuous Case139

The Kolmogorov–Smirnov (KS), Cramér–von Mieses (CvM) and Anderson–Darling140

(AD) tests are more powerful than the CS test for continuous data. The test statistics141

of these tests are obtained by comparing the empirical distribution function with a fit-142

ted parametric distribution function. The fitted parameter values should be the true MLE143

instead of the naive MLE. With a continuous null distribution, there is no tie in the sam-144

ple, and the distribution of these test statistic does not depend on the hypothesized dis-145

tribution. For a discrete hypothesized distribution, the calculation of the test statistic146
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remains the same, but the null distribution of the test statistic does depend on the par-147

ticular hypothesized distribution (Conover, 1972; Choulakian et al., 1994). When the148

hypothesized discrete distribution contains no unknown parameters, these tests have been149

adapted (Arnold & Emerson, 2011) and implemented in popular software packages (Arnold150

& Emerson, 2013). In our case, since the parameters are estimated, the p-value returned151

from the software cannot be used. Again, we use parametric bootstrap to approximate152

the p-value of each of the KS, CvM, and AD test.153

One caveat in applying the adaptation is that the tests of Arnold and Emerson (2011)154

are for discrete null distribution with finite support. For GPD, the support is not finite155

if ξ > 0. Fortunately, the test statistic only depends on the range of the observed data.156

We simply truncate the support by the largest observed value x∗(n).157

As to be shown in the simulation study, these tests have higher power than the CS158

test in this application we conjectured.159

4 Numerical Study160

Base on the settings of Deidda and Puliga (2009), a numerical study was carried161

out to validate the performance of the proposed estimator and the goodness-of-fit tests.162

The true parameters (σ, ξ) were set to be σ ∈ {7, 12} and ξ ∈ {−0.2, 0, 0.3}. The round-163

ing level δ was set to be on a grid from 0 to 4 with increment 0.5, where δ = 0 meant164

no rounding. In total, we had 2× 3× 9 = 54 settings. For each setting, we generated165

1000 datasets with sample size n = 500. For comparison, the naive MLE obtained with166

the quantization ignored was included using the implementation in the R package eva167

(Bader & Yan, 2018). The true MLE was obtained by the optim() function in R with168

the default Nelder–Mead algorithm, using the naive MLE as the initial value. The es-169

timation for all the datasets converged. In the sequel, the true MLE based on interval170

censoring is denoted as MLE-IC, while the naive MLE is denoted as MLE-N. The MLE-171

N is the same as the true MLE only when δ = 0.172

4.1 Estimation173

Figure 1 shows bias of the MLE-N and MLE-IC for each combination of (σ, ξ) as174

a function of δ. The MLE-N is positively biased for σ and negatively biased for ξ for δ >175

0. For example, when δ = 4, the bias of σ̂ in the setting of (σ, ξ) = (7, 0.3) is almost176

5, which is a quite large bias. The magnitude of the bias of MLE-N is clearly increas-177

ing as δ increases. For a given scale parameter σ, the MLE-N bias is larger for higher178

in both parameters for higher ξ. For a given shape parameter ξ, the relative bias of MLE-179

N in both parameters is higher for lower σ. These results for the MLE-N are similar to180

earlier studies (Deidda & Puliga, 2009). In contrast, the bias of the MLE-IC is virtually181

zero regardless of the values of rounding level δ or parameters (σ, ξ), as expected from182

the asymptotic properties of MLE.183

The square root of the mean squared errors (RMSE) are compared in Figure 2. The184

pattern of the RMSE of the MLE-N in response to δ, σ, and ξ is similar to pattern of185

the magnitude of the bias in Figure 1. This is because the mean squared error of the MLE-186

N is dominated by its bias. The RMSE of the MLE-IC, on the contrary, is dominated187

by its variance, which increases only slightly as δ increases. This is expected as higher188

rounding level means less information, but the rate of the increase almost flat compared189

to that in the case of MLE-N. We also investigated the estimated standard errors of the190

MLE-IC, whose averages were in close agreement with the empirical standard errors (not191

shown). This suggests that the uncertainty in MLE-IC, which is necessary in making sta-192

tistical inferences, can be well estimated by inverting the Fisher information matrix for193

the sample size n = 500 in this study.194
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Figure 1. Bias of naive MLE and MLE-IC. Above: bias plots of shape estimators σ̂. Below:

bias of scale estimators ξ̂.
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Figure 3. Some goodness-of-fit test for rounded-off samples. Samples were generated by GPD

with (σ, ξ) = (7, 0.3), and rounded off to δ = 1 (above two rows) and δ = 4 (below two rows).

Five goodness-of-fit tests and two estimation methods were used here.

We also compared the estimates of the 25-, 50-, 100-, and 200-year return levels195

using the two methods. There is virtually no bias from the MLE-IC estimates regard-196

less of the level of δ. The MLE-N estimates have larger bias for larger δ, and the return197

levels are over estimated for shorter return periods but underestimated for longer return198

periods. The MSEs of the two methods shows that the MLE-IC is much preferred to the199

MLE-N, especially when the bias of the latter is huge. The figures of the biases and MSEs200

of the return level estimates are presented in the Supplementary Materials.201

4.2 Goodness-of-Fit Test202

4.2.1 Size203

Goodness-of-fit tests were performed on each of the 54 settings in the last section.204

We compared 5 tests. The first four are those presented in Section 3: CS, KS, CvM, and205

AD. The last one is a naive AD test, applied with the quantization ignored. That is, the206

rounded observed data were treated as if they were continuous data. This test is denoted207

as AD-N. For all five tests, we also performed a version where the fitted distribution was208

based on MLE-N instead of the true MLE-IC. This version helps to show how seriously209

wrong the tests based on MLE-N can be.210

Figure 3 shows that histogram of the 1000 p-values from tests for the settings with211

(σ, ξ) = (7, 0.3) and δ ∈ {1, 4}. The results from other settings convey the same mes-212
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Figure 4. The CDF plots. Left: continuous CDF. Middle: rounding is 2. Right: rounding is

4.

sages and, hence, are now shown. Since the data were indeed generated from GPD dis-213

tributions before being rounded, we expect that the p-values from the 1000 replicates214

to be uniformly distributed over (0, 1). The expected histograms are observed for four215

proposed tests, CS, KS, CvM, and AD, when the fitted distribution were evaluated with216

MLE-IC; and this is true regardless of the rounding level δ. Using MLE-N in place of217

MLE-IC causes these tests to have more smaller p-values and to reject more often than218

desired. The over-rejection gets even worse as δ increases from 1 to 4. The AD-N test219

over-rejects when the fitted distribution was evaluated at MLE-N. When MLE-IC was220

used, it performs approximately as desired only when δ = 0.5 (not shown); the devi-221

ation of the histogram from the standard uniform distribution gets more severe for larger δ.222

Because of the parametric bootstrap process in each test, this simulation study was223

very time-consuming. The computing time of the CS test with a fixed number of par-224

titions does not increase as δ decreases. For the KS, CvM, and AD tests, however, the225

the most time-consuming setting were δ = 0.5, because the observed data has much more226

unique points. The whole study was run on the high performance cluster of the Univer-227

sity of Connecticut.228

4.2.2 Power229

For the four tests that performed as desired under H0, we compared their powers230

when the data were not generated under H0. Specifically, we considered a gamma dis-231

tribution which is closest to a GPD distribution with (σ, ξ) = (12, 0.3) in terms of the232

Kullback–Leibler distance. The parameters of this gamma distribution were identified233

through a Monte Carlo approximation as (α, β) = (0.77, 22.30), where α and β are the234

shape and scale parameters, respectively. The rounding level was set to be δ ∈ {2.0, 2.5, 3.0, 3.5, 4.0}.235

Figure 4 shows that the distribution functions of Gamma(0.77, 22.30) and GPD (12, 0.3)236

under no discretization (δ = 0) and under rounding level δ = 2 and δ = 4. By con-237

struction, the two distributions are similar, making the goodness-of-fit test for a GPD238

distribution with data from the gamma distribution a challenging problem. Two sam-239

ple sizes were considered, n ∈ {250, 500}. For each setting, 1000 datasets were gener-240

ated. For each dataset, the four goodness-of-fit tests were applied, and H0 was rejected241

with significance level 0.05.242

Figure 5 presents the empirical powers of the fours tests. The AD test has the high-243

est power, followed by the CvM test and then the KS test. The CS test has the lowest244

power. The AD test’s power is about 60% when δ = 2, twice as high as the CS test,245

–9–
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Figure 5. Power of five goodness-of-fit tests for GPD (12, 0.3) with nominal size 0.05. Al-

ternative distribution is Gamma (0.77, 22.30). Left: sample size is 250. Right: sample size is

500.

for sample size 250. At sample size 500, the AD test has power about 87%, while the CS246

test’s power is only about 55%. Given how similar the two distributions are, the power247

of the AD test is substantial. There is a clear decreasing trend of the power as δ increases248

for all the test except the KS test, which is expected since higher δ means more infor-249

mation loss. As the sample size increases from 250 to 500, all tests have higher power.250

5 Application to Annual Maximum of Daily Precipitations251

The proposed method was applied to model daily precipitation data of 18 moni-252

toring stations from 1969 to 2018 in the eastern part of the Washington State. This area253

is known to be dry with much less rainfall than the western part due to the “rain shadow”254

effect of the Cascade Mountains. From the simulation studies, we expect more obvious255

differences between inferences based on MLE-N and inferences based on MLE-IC in ar-256

eas with less precipitations. Daily precipitation data for the 18 stations were obtained257

from the Global Historical Climatology Network (Menne, Durre, Vose, et al., 2012). The258

same data preparation as Bader et al. (2018) was employed. Since most of the precip-259

itations occur in winter, we only used the precipitation data in winter (from November260

to next March). The total number of winter days from 1969 and 2018 was 7512. For each261

site, we chose 15 candidate thresholds to test by taking the 70th to 98the percentiles in262

increments of 2 percent. The data were recorded to the nearest hundredth of an inch.263

With inch being the unit, we have δ = 0.01.264

The threshold selection for the POT approach in Bader et al. (2018) relies criti-265

cally on the goodness of fit test of the GPD distribution at each candidate threshold. We266

focus on the AD test as it has the highest power in the simulation study. The result of267

threshold selection from the sequential AD tests has three possibilities: 1) no threshold268

is selected from either MLE-IC or MLE-N; 2) a threshold is selected from MLE-IC but269

not from MLE-N; 3) a threshold is selected from both methods but the one from MLE-270

IC is lower than the one from MLE-N. The second and third possibilities show the ad-271

vantage of the MLE-IC in selecting threshold with more exceedances and, hence, higher272

efficiency in inferences.273

–10–



manuscript submitted to Enter journal name here

Chewelah Ice Harbor Dam

σ
ξ

0.25 0.51 1.75 0.25 0.51

0.3

0.5

0.7

−0.1

0.0

0.1

0.2

0.3

0.4

threshold (inches)

va
lu

e

MLE−N MLE−IC

Figure 6. GPD parameter estimates and 95% confidence intervals. The MLE-N and MLE-IC

are obviously different in both point estimates and uncertainty.

To illustrate the differences from the two tests, consider two stations, one at Chewe-274

lah and the other at Ice Harbor Dam. The average yearly winter precipitation was 29.13275

inches in Chewelah and 14.99 inches in Ice Harbor Dam. The total number of winter pre-276

cipitation days was 2533 and 2778, respectively. A table in the Supplementary Materi-277

als summarizes the candidate thresholds and the corresponding number of exceedances278

at the two sites. Figure in the supplementary materials shows the p-values at the 15 can-279

didate thresholds at the two sites before and after the ForwardStop adjustment using280

the AD test as in Bader et al. (2018). At Chewelah, the tests based on MLE-N selects281

threshold 1.75 with 135 exceedances; the tests based on MLE-IC selects 0.25 as the thresh-282

old with 1596 exceedances. The number of exceedances from MLE-IC is almost 12 times283

of that from MLE-N. At Ice Harbor Dam, the tests based on MLE-N rejected all can-284

didate thresholds while the tests based on MLE-IC selects threshold 0.51 with 430 ex-285

ceedances. The threshold selected by the tests based on MLE-IC makes return level es-286

timation possible.287

The statistical inference results are largely affected by the threshold. Figure 6 shows288

the parameter estimates σ̂ and ξ̂ and their 95% confidence intervals for the two sites if289

a threshold was selected. At Chewelah, with a lower threshold and more exceedances,290

the parameters are estimated with a much narrower confidence intervals by MLE-IC than291

those by MLE-N. At Ice Harbor Dam, the tests based on MLE-IC shows that the tail292

of the annual maximum daily can be modeled by a GPD, allowing estimation of return293

levels which would otherwise be impossible if MLE-N were used. A figure in the Sup-294

plementary Materials presents the estimated 25-, 50-, 100-, and 200-year return levels295
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along with 95% confidence intervals constructed from profile likelihood for the two sites.296

The return level estimates from the two methods at Chewelah are very different, with297

the confidence interval based on MLE-N about 10 times wider than that based on MLE-298

IC. The return level estimates at Ice Harbor Dam are smaller than those at Chewelah299

as expected, with similarly narrow confidence intervals. The plots for the return level300

estimates are in the Supplementary Materials.301

We performed a batch analysis of the return levels on the 18 sites; the selected thresh-302

olds and the corresponding number of exceedances are summarized in the Supplemen-303

tary Materials. Among all 18 stations in eastern Washington, 9 stations had thresholds304

selected via MLE-IC, but only 2 station had threshold selected via MLE-N. The stations305

with a threshold selected via MLE-N are a subset of those via MLE-IC. At stations where306

both methods yielded a threshold, the numbers of exceedances from MLE-IC are much307

greater than those from MLE-N, which has important implications on inferences on the308

GPD parameters and the return levels. Although Bader et al. (2018) reported that the309

jittering method can also fix some issues, it is an ad-hoc, partial fix while the MLE-IC310

provides a complete and desired solution. If the same analysis were done on all the sites311

analyzed in Bader et al. (2018), we would expect that some dry sites with no threshold312

selected may have a threshold selected, and some sites with a high threshold selected may313

have a lower threshold selected. Consequently, return levels at many sites may be esti-314

mated much more accurately.315

6 Discussion316

Bias in parameter estimation and over-rejection in goodness-of-fit tests have been317

documented as consequences of quantization error in extreme value analyses (Deidda,318

2007; Deidda & Puliga, 2009) but without satisfying solutions. Our MLE based on in-319

terval censoring and goodness-of-fit tests adapted from continuous distributions to dis-320

crete distributions provide a solid, feasible approach to the problem. The inferences based321

on the asymptotic normality of the MLE appear to be valid for the sample size inves-322

tigated. The method has wide applications in extreme value analyses of precipitation or323

temperature, which could lead to quite different results than those obtained otherwise.324

When the generalized extreme distribution is used or when some parameters incorpo-325

rate covariates, the interval censoring framework can be applied too.326

The correction of the method to the naive method depends on the rounding level327

relative to the scale parameter. For example, if mm instead of inch is the unit of pre-328

cipitations in the illustratie example, the rounding level would be by 25.4. Nonetheless,329

the change of unit would only changed the estimated scale parameter of GPD by the same330

multiplier; the estimated shape parameter and p-value of the goodness-of-fit should re-331

main the same. The method requires that the rounding level δ is known. It is applica-332

ble to datasets with multiple rounding levels; for example, later data may be more pre-333

cise than earlier data. Although the AD test for discrete data has the hightest power,334

it is much more computing intensive than the CS test, especially when δ is small rela-335

tive to σ and ξ > 0, in which case, the support of the discretized distribution has a large336

number of points. A faster alternative would be of interest.337

The impact of correcting the bias with MLE-IC is greatest at locations with less338

precipitations. Our illustration focused on the 18 eastern Washington stations which are339

known to be much drier than those to the west of the mountains. In batch studies such340

as Bader et al. (2018), we expect more drastic differences if MLE-IC were used in place341

of MLE-N, in terms of the number of stations with a threshold selected, the number of342

exceedances, and the resulting point and interval estimate of various return levels.343
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1 Return Level Plots in the Simulation8

Figure 1 shows the biases of the estimates of the 25-, 50-, 100-, and 200-year re-9

turn levels from the MLE-IC and MLE-N. The corresponding MSEs are shown in Fig-10

ure 2.11

2 Supplementary Materials to Application12

Table 1 summarizes the candidate thresholds and the corresponding number of ex-13

ceedances at the two stations, one at Chewelah and the other at Ice Harbor Dam.14

Figure 3 shows the p-values at the 15 candidate thresholds at the two sites before15

and after the ForwardStop adjustment using the AD test as in Bader et al. (2018).16

Figure 4 shows the 25-, 50-, 100-, 200-year return levels and confidence intervals17

at the thresholds. The return levels are totally different between the two methods. Since18

Corresponding author: Jun Yan, jun.yan@uconn.edu

Table 1. The candidate thresholds and number of exceedances of Chewelah station and Ice

Harbor Dam station.

Chewelah Ice Harbor Dam

percentiles candidate number of candidate number of
(%) thresholds (inches) exceedances thresholds (inches) exceedances

70 0.13 1984 0.03 2141
72 0.15 1868 0.05 1831
74 0.20 1722 0.05 1831
76 0.25 1596 0.08 1626
78 0.28 1491 0.10 1496
80 0.36 1331 0.13 1320
82 0.41 1218 0.15 1236
84 0.51 1067 0.20 1089
86 0.56 939 0.25 920
88 0.64 828 0.28 858
90 0.76 677 0.36 718
92 0.91 526 0.43 559
94 1.07 412 0.51 430
96 1.27 289 0.69 281
98 1.75 135 0.94 141
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Figure 1. Bias of 25-, 50-, 100-, 200-year return level. The continuous scenarios were obtained

by regular MLE. The rounded-off scenarios were obtained by naive MLE and MLE-IC.

MLE-IC has smaller estimated shape parameter and larger estimated scale parameter19

than MLE-N, it always has larger return level than MLE-N. Also, MLE-IC has smaller20

confidence interval than MLE-N.21

Table 2 summarizes the selected thresholds and the corresponding numbers of ex-22

ceedances.23
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Figure 2. Regularized RMSE of 25-, 50-, 100-, 200-year return level. The continuous scenarios

were obtained by regular MLE. The rounded-off scenarios were obtained by MLE-N and MLE-IC.
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Figure 3. P-values before and after the ForwardStop adjustment. Those based on MLE-IC

are higher than those based on MLE-N, so the selected thresholds from MLE-IC are smaller.

Table 2. The summary of 18 monitoring stations from 1969 to 2018 in the eastern part of the

Washington State.

Station MLE-N MLE-IC

threshold number of threshold number of
exceedances exceedances

Chewelah 1.75 131 0.25 1596
Coulee Dam 1 SW

Davenport
Harrington

Ice Harbor Dam 0.51 430
Lacrosse

Mill Creek Dam 0.08 2190
Newport 1.30 411
Odessa

Pomeroy 1.40 141
Pullman 2 NW 0.79 625

Republic
Ritzville 1 SSE 0.79 310

Rosalia
St. John

Whitman Mission 1.12 143 0.66 425
Wilbur

Spokane Intl AP 0.28 1515
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Figure 4. 25-, 50-, 100-, 200-year return level and confidence interval at the threshold of each

station.
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