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Abstract

The pre-industrial (Year 1850) to present-day (Year 2014) increase in methane from 808 to 1831 ppb leads to an effective

radiative forcing (ERF) of 0.97±0.04 Wm-2 in the United Kingdom’s Earth System Model, UKESM1. The direct methane

contribution is 0.54+-0.04 Wm-2. It is better represented in UKESM1 than in its predecessor due to the inclusion of shortwave

absorption, updates to the longwave spectral properties, and no interference from dust. An indirect ozone ERF of 0.13-0.20

Wm-2 is largely due to the radiative effect of the tropospheric ozone increase outweighing that of the stratospheric ozone

decrease. An indirect water vapor ERF of 0.07+-0.05/0.02+-0.04 Wm-2 is consistent with previous estimates based on the

stratospherically-adjusted radiative forcing metric. The methane increase also leads to a cloud radiative effect of 0.12+-0.02

Wm-2 from aerosol-cloud interactions and thermodynamic adjustments. The aerosol-mediated contribution (0.28-0.30 Wm-2)

arises because methane-driven oxidant changes alter the rate of new particle formation (-8 %), causing a change in the aerosol

size distribution towards fewer larger particles. There is a resulting decrease in cloud droplet number concentration and an

increase in cloud droplet effective radius. There are additional shortwave and longwave contributions of 0.23 and -0.35 Wm-2 to

the cloud forcing which are dynamically-driven. They arise from radiative heating and stabilization of the upper troposphere,

resulting in a reduction in global cloud cover and convection. These results highlight the importance of chemistry-aerosol-cloud

interactions and dynamical adjustments in climate forcing and can explain some of the diversity in multi-model estimates of

methane forcing.
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Key Points:

• The direct radiative effect of methane in UKESM1 is consistent with line-by-line radiative transfer
calculations
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• The total methane effective radiative forcing in UKESM1 includes an aerosol-mediated cloud forcing
due to changes in cloud activation.

• The effective radiative forcing also includes a dynamically-driven cloud forcing from tropospheric war-
ming and a reduction in cloud fraction.

•

Abstract

The pre-industrial (Year 1850) to present-day (Year 2014) increase in methane from 808 to 1831 ppb leads
to a global mean effective radiative forcing (ERF) of 0.97 ± 0.04 W m-2 in the United Kingdom’s Earth
System Model, UKESM1. The direct methane contribution is 0.54 +- 0.04 W m-2. It is better represented
in UKESM1 than in its predecessor model HadGEM2 due to (i) the inclusion of absorption in the shortwave,
(ii) updates to the spectral properties in the longwave, and (iii) the absence of an anomalous dust response
in the UKESM1 simulations. An indirect ozone ERF of 0.13-0.20 W m-2 is largely due to the radiative
effect of the tropospheric ozone increase outweighing that of the stratospheric ozone decrease. An indirect
water vapor ERF of 0.07 +- 0.05/0.02 +- 0.04 W m-2 is consistent with previous estimates based on the
stratospherically-adjusted radiative forcing metric. The methane increase also leads to a cloud radiative
effect of 0.12 +- 0.02 W m-2 from aerosol-cloud interactions and thermodynamic adjustments. The aerosol-
mediated contribution (0.28 - 0.30 W m-2) arises because methane-driven changes in oxidants alter the rate
of new particle formation (-8 %), causing a change in the aerosol size distribution towards fewer but larger
particles. There is a resulting decrease in cloud droplet number concentration and an increase in cloud
droplet effective radius. There are additional shortwave and longwave contributions of 0.23 and -0.35 W m-2

to the cloud forcing which are dynamically-driven. They arise from radiative heating and stabilization of
the upper troposphere, resulting in a reduction in global cloud cover and convection. These results highlight
the importance of chemistry-aerosol-cloud interactions and dynamical adjustments when quantifying climate
forcing and can explain some of the diversity in multi-model estimates of methane forcing.

Plain Language Summary

Methane is the second most important greenhouse gas after carbon dioxide. Methane is also chemically
reactive in the atmosphere, and can cause changes in ozone, which is also a greenhouse gas. Methane can
also affect the amount of water vapor in the atmosphere, where it too acts as a greenhouse gas. Aerosols,
formed in the atmosphere through chemical processing, are also affected by methane. This study quantifies
the impact of changes in methane concentration since the pre-industrial period on the Earth’s energy budget
at the present day and examines the impact from methane itself, as well as the impact from the additional
methane-driven changes in ozone, water vapor, aerosols, and clouds. The biggest impact (˜55 %) is from
methane itself, and of the remaining impact on the Earth’s energy budget from methane, less than half is from
ozone and clouds. The contribution from clouds is partly driven by changes in aerosol properties and partly
driven by heating and a reduction in cloud cover. The impact from water vapor is small and is consistent with
previous estimates. This study highlights the importance of including chemistry-aerosol-cloud interactions
when quantifying the effect of pre-industrial to present-day changes in atmospheric constituents on climate.

1 Introduction

Methane (CH4) is the second most important greenhouse gas (GHG) after carbon dioxide (CO2) (Myhre et
al., 2013). Due to its relatively short atmospheric lifetime of 11.2 +- 1.3 yr (Prather et al., 2012) and its
radiative efficiency being an order of magnitude larger than for CO2 (Ramaswamy et al., 2001; Myhre et al.,
2013), CH4 has an important role in mitigating near-term climate change (e.g., UNEP, 2011; Allen et al.,
2018; Allen et al., 2021; Abernethy et al., 2021). However, future concentrations may be subject to climate
feedbacks involving CH4 natural sources (e.g., O’Connor et al., 2010; Dean et al., 2018; Gedney et al., 2019;
Thornhill et al., 2021a; Kleinen et al., 2021). It is therefore important to quantify its climate forcing and
relevant feedbacks for understanding the historical and future evolution of climate.

In relation to its climate forcing, CH4 has a direct radiative effect and indirect effects due to its reactivity.

2
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As well as being a tropospheric ozone (O3) precursor, CH4 affects stratospheric O3 (Pawson et al., 2014)
and together, the O3 changes lead to an indirect contribution to the total CH4 forcing. CH4 oxidation is
also a major sink for the hydroxyl (OH) radical, and changes in CH4 lead to changes in O3, OH, and other
oxidants. These oxidants determine the rate of formation of secondary aerosol such as sulfate and secondary
organic aerosol (SOA) (e.g., Kelly et al., 2018; Mulcahy et al., 2020), potentially giving rise to additional
indirect aerosol forcings (e.g., Shindell et al., 2009; Karset et al., 2018) through aerosol-radiation interactions
(ari) and/or aerosol-cloud interactions (aci), although these effects have not been well quantified to date.

Water vapor (WV) is also an important component of the radiative balance in the stratosphere (e.g., Forster
and Shine, 1999). Trends in observed stratospheric WV could be due to increases in stratospheric CH4

oxidation (Hansen et al., 2005) or direct aircraft emissions (Wilcox et al., 2012). However, some of the
observed increase can be attributed to a climate feedback (e.g., Dessler et al., 2013). Studies disagree on
the relative role of CH4 (e.g., Oman et al., 2011; Hurst et al., 2011). Nevertheless, it is clear that indirect
forcings through changes in O3, stratospheric WV, and potentially aerosols, can significantly impact CH4

forcing (Hansen et al., 2005; Shindell et al., 2005; Shindell et al., 2009; Myhre et al., 2013; Winterstein et
al., 2019; Thornhill et al., 2021b).

Recent studies that rank anthropogenic drivers of climate change make use of the effective radiative forcing
(ERF) as the preferred metric of choice (e.g., Smith et al., 2018; Smith et al., 2020; O’Connor et al., 2021;
Thornhill et al., 2021b) since it is more representative of the predicted global mean temperature response
(Hansen et al., 2005; Richardson et al., 2019). It was defined in the Intergovernmental Panel on Climate
change (IPCC) 5th assessment report (AR5; Myhre et al., 2013) at the top-of-atmosphere (TOA) as:

ERF = IRF +

n∑
i=1

Ai

where IRF is the TOA instantaneous radiative forcing from an imposed perturbation (e.g., a change in a
GHG concentration) andAi is a rapid atmospheric or land surface adjustment (e.g., atmospheric temperature,
clouds, water vapour, albedo, etc.) that gives rise to additional positive or negative changes in the net TOA
radiative fluxes. The ERF differs from the more traditional radiative forcing metric, in that the latter
only includes a stratospheric temperature adjustment, whereas the ERF also includes tropospheric and land
surface adjustments.

In the case of the direct radiative effect of CH4, Smith et al. (2018) found that the present-day (PD) CH4

ERF is approximately equivalent to its IRF. The rapid adjustment associated with stratospheric temperature
is negligible and the other adjustments (e.g., tropospheric temperature and water vapor) are small, have
opposing signs, and roughly sum to zero. However, as indicated above, there are additional Earth System
(ES) interactions or chemical adjustments that affect the net TOA radiative fluxes when CH4 is considered
within a full ES context (e.g., Hansen et al., 2005; Shindell et al., 2005; Shindell et al., 2009; Winterstein et
al., 2019). Therefore, when quantifying the climate forcing of CH4, ES interactions or chemical adjustments
need to be fully considered (Shindell et al., 2009; Myhre et al., 2013) in addition to physical adjustments
(Smith et al., 2018).

A recent study by Thornhill et al. (2021b) quantified a range of PD anthropogenic ERFs and considered
both physical and chemical adjustments using an ensemble of models that participated in the Aerosol and
Chemistry Model Intercomparison Project (AerChemMIP; Collins et al., 2017). The multi-model PD CH4

ERF was 0.67 ± 0.17 W m-2. Some of the model spread is due to differing complexities in the representation
of chemistry in the respective models (and hence differences in their indirect contributions, e.g., from O3).
However, some of the model diversity is due to differences in the sign and magnitude of the cloud adjustment
(-0.06 to 0.24 W m-2). Although other AerChemMIP models show a positive cloud adjustment (e.g., GISS-
E2-1 (Bauer et al., 2020) and CESM-WACCM (Emmons et al., 2020)), the United Kingdom’s Earth System
Model, UKESM1 (Sellar et al., 2019), has the strongest positive cloud adjustment of the AerChemMIP
models. This results in UKESM1 being one of only two models (including CESM-WACCM) to have a

3
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positive tropospheric adjustment overall and the highest PD CH4 ERF of 0.97 +- 0.04 W m-2 (O’Connor et
al., 2021) of the multi-model ensemble.

In the Thornhill et al. (2021b) study, radiative kernels (Chung and Soden, 2015; Smith et al., 2018; Smith et
al., 2020) and diagnostic radiation calls (Ghan, 2013) enabled a breakdown of the total CH4 ERF into different
constituents (gas phase versus aerosol phase). However, it is unclear whether the relevant adjustments are
additive when more than one forcing agent is perturbed (as is the case for CH4 in an ES context). The
kernel approach also cannot distinguish between cloud adjustments that are dynamically driven and those
that are due to changes in aerosol-mediated cloud nucleation (Thornhill et al., 2021b). As a result, a complete
process-based understanding of the UKESM1 total CH4 ERF and the AerChemMIP multi-model diversity
in the PD CH4 ERF is lacking.

The aim of the current study is thus to apportion the UKESM1 PD CH4 forcing quantified in O’Connor et
al. (2021) between the direct CH4 contribution and indirect contributions using the widely-adopted metric
of choice for forcing, i.e., ERF, thereby including physical and chemical rapid adjustments. This study
will also aim to test whether the relevant contributions (including adjustments) are additive and provide
a process-based understanding of the positive cloud adjustment in UKESM1. Although CH4can affect the
lifetime of other GHGs such as chlorofluorocarbons (Boucher et al., 2009) or nitrous oxide (Hsu and Prather,
2010), they are concentration-driven in UKESM1 and their response to CH4 is therefore constrained. As a
result, the focus here will be on the direct CH4 ERF from the change in CH4 concentration between the
pre-industrial (PI) period and the PD, and the corresponding indirect ERFs from CH4-driven changes in
O3, stratospheric WV, and potentially aerosols. The paper is organised as follows. Section 2 gives a brief
description of the UK’s Earth System Model (UKESM1) and the experimental design used in this study.
Results can be found in Sect. 3 while conclusions can be found in Sect. 4.

2 Model Description and Experimental Design

The model used in this study is the atmospheric and land components of the UK’s Earth System Model,
UKESM1 (Sellar et al., 2019). It has a resolution of N96L85, equivalent to a horizontal resolution of
approximately 135 km, with 85 hybrid height levels covering an altitude range from the surface up to the
model lid at 85 km. The model includes a troposphere-stratosphere chemistry scheme (Archibald et al., 2020)
from the United Kingdom Chemistry and Aerosol (UKCA) model (Morgenstern et al., 2009; O’Connor et
al., 2014) coupled to a two-moment aerosol scheme called GLOMAP-mode (Mann et al., 2010; Mulcahy et
al., 2018; Mulcahy et al., 2020). A full description and evaluation of the gas-phase chemistry and aerosol
schemes in UKESM1 can be found in Archibald et al. (2020) and Mulcahy et al. (2020), respectively.

Here, UKESM1 is run in an atmosphere-only configuration, using sea surface temperatures, sea ice conditions,
surface water dimethyl sulphide and chlorophyll concentrations, vegetation distribution, leaf area index,
and canopy heights representative of a pre-industrial (PI; Year 1850) state. These climatologies, including
a seasonal cycle, were calculated using 30 years output from the coupled (atmosphere-ocean) PI control
experiment of UKESM1 (piControl ), characterised in Sellar et al. (2019) and run as part of the 6th Coupled
Model Intercomparison Project (CMIP6; Eyring et al., 2016).

The experiments conducted here consist of paired simulations: a PI (Year 1850) timeslice simulation and a
parallel simulation, in which the global mean CH4 concentration prescribed as a lower boundary condition in
the model is changed from its Year-1850 value (808 ppb) to its present-day (PD; Year 2014) value (1831 ppb)
based on CMIP6 recommendations from Meinhausen et al. (2017). CH4concentrations aloft are simulated
interactively by the model. The initial pair follows the protocol from the Aerosol and Chemistry Model
Intercomparison Project (AerChemMIP; Collins et al., 2017) and are called piClim-control and piClim-CH4
, respectively. All other model settings in the experiments are representative of the PI period using CMIP6
recommendations. Briefly here, other GHG concentrations are prescribed according to Meinhausen et al.
(2017). Gas-phase and aerosol-phase anthropogenic and biomass burning emissions for the PI period are
taken from Hoesly et al. (2018) and van Marle et al. (2017), respectively. Natural volcanic and solar forcings
were fixed in all simulations at Year-1850 levels (Arfeuille et al., 2014; Thomason et al., 2018; Matthes et
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al., 2017) using those specified for CMIP6 (Eyring et al., 2016). Further details are provided in O’Connor
et al. (2021)

The apportionment of the total CH4 ERF between direct and indirect ERFs is calculated in two ways. The
first approach is called the “Elimination Method”, whereby additional pairs of simulations incrementally
disable an interaction or forcing agent from influencing the TOA radiative fluxes, until the last pair only
allows CH4 itself to affect the TOA, thereby giving the direct CH4 ERF. The difference between successive
pairs is then used to infer the proportion of the total CH4 ERF to that particular indirect effect, forcing
agent or interaction assuming linearity.

As mentioned, the final pair above gives the direct CH4ERF. Similarly, other paired experiments are con-
ducted, such that the ERF associated with a single composition change or interaction is calculated directly
rather than inferring it from differencing two pairs. This methodology is referred to as the “Single Forcing
Method” and gives rise to smaller errors than the “Elimination Method”. All the experiment pairs carried
out for this study using the two methods are listed in Table 1 and were run for 45 years, with the latter
30 years used for analysis.

The ERF itself is calculated from the difference in the TOA radiative fluxes between a perturbation experi-
ment (e.g., piClim-CH4 ) and its control experiment (e.g., piClim-control ) as follows:

ERF = ∆F , (1)

where F includes the IRF as well as other changes to the TOA radiative fluxes due to rapid adjustments.
Although strictly by definition, the ERF should exclude land surface temperature adjustments, model ex-
perimental protocols and recommendations for quantifying ERFs to date (e.g., Forster et al., 2016; Pincus
et al., 2016; Collins et al., 2017) fix sea surface and sea ice conditions only. Hence, the ERFs quantified here
include a contribution from temperature adjustments over the land surface. However, this contribution was
found to be small in the case of the CH4 ERF – typically 0.02-0.03 W m-2 (Thornhill et al., 2021b) but is
much larger for CO2 forcing (Andrews et al., 2021).

The ERF can be decomposed into the clear-sky component(ERFcs) and the change in the cloud radiative
effect (∆CRE) as follows:

ERF = ∆F cs + ∆(F − Fcs) (2) = ERFcs + ∆CRE, (3)

where Fcs is the clear-sky (CS) radiative flux. Due to the potential of the CH4 perturbation to alter
atmospheric oxidants and secondary aerosols in UKESM1 leading to “cloud masking” (e.g., Zelinka et al.,
2014), ΔCRE is diagnosed from “clean” radiation calls that exclude aerosol-radiation interactions (ari), as
recommended in Ghan (2013):

ERF = ∆(F − Fclean) + ∆F cs, clean + ∆(Fclean − Fcs, clean)(4)

ERF = Aerosol IRF + ERFcs, clean + ∆CRE′ (5)

ERF = ERFcs′ + ∆CRE′. (6)

The ERF is, thus, separated into a component due to cloud property changes (∆CRE′) and the non-cloud
forcing (ERFcs’ ). Here, ERFcs’ is the sum of the aerosol IRF and any non-aerosol changes in CS fluxes (due
to CH4, O3, etc.) and differs slightly from ERFcs in Eqn. (3), in that it can include the impact of aerosol
scattering and absorption in the clear-air above or below clouds. This is the approach adopted by O’Connor
et al. (2021) in quantifying a wide range of PD anthropogenic ERFs in UKESM1. However, it is worth
noting that Δ῝ΡE

′
, as defined here, differs from the cloud adjustment in Thornhill et al. (2021b). In that

study, the cloud adjustment is estimated from ∆CRE′ but corrects for cloud masking using kernel-derived
non-cloud adjustments and the non-aerosol IRF.

For each pair in Table 1, the ERF is calculated as the time-mean global-mean difference in the TOA radiative
fluxes, using the latter 30 years of the 45-year long simulations and decomposed into its components following
Eqn. (6) and O’Connor et al. (2021). In addition to the “Elimination Method” and “Single Forcing Method”

5
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simulation pairs (Table 1), the TOA IRF from the CH4-driven changes in aerosols was diagnosed through a
double call to the radiation scheme (Ghan et al., 2012) in order to quantify the contribution of the aerosol
IRF to ERFcs’ in Eqn. (6). ERF estimates and their components from the different methods can be found
in Tables 2 and 3 and will be discussed in Sect. 3.

The UKESM1 simulations conducted here (Table 1) were also complemented with offline calculations using
the ESM’s radiation scheme SOCRATES (Suite of Community Radiation Codes based on Edwards and
Slingo, 1996). The offline SOCRATES experimental setup followed the PI aerosol- and cloud-free proto-
col from the Radiative Forcing Model Intercomparison Project (RFMIP; Pincus et al., 2016), designed to
test the accuracy of clear-sky radiative transfer parameterizations on global scales. The setup consists of
100 profiles of PI atmospheric conditions including GHG concentrations (called PI here), that when weighted
appropriately and averaged, approximate to global annual mean PI radiative fluxes. A parallel perturbation
setup consists of an atmosphere, in which all conditions remain at PI levels except for a PI-to-PD perturba-
tion in CH4 concentration (calledPI-CH4 ). Together, PI and PI-CH4 are representative of the UKESM1
simulations piClim-control and piClim-CH4 , respectively, and the difference in radiative fluxes gives the
direct CH4 IRF. A second perturbation setup is representative of a PI atmosphere, but the only perturbation
applied is the CH4-driven O3 change diagnosed from UKESM1 (called PI-O3 ). Together, PI and PI-O3
mimic the Single Forcing Method #3 pair of UKESM1 simulations (Table 1) and the difference in radiative
fluxes yields the indirect O3 IRF. In a similar way, the indirect WV IRF can be diagnosed by quantifying the
difference in radiative fluxes betweenPI and PI-WV , where PI-WV is representative of a PI atmosphere
but with the UKESM1 CH4-driven change in WV diagnosed applied.

3 Results

The total PD (Year 2014) CH4 ERF relative to the PI (Year 1850) period is 0.97 ± 0.04 W m-2 (O’Connor et
al., 2021; Table 2), where the 0.04 W m-2 is the standard error following Forster et al. (2016). Previous studies
have found that CH4 forcing is almost double that of the direct CH4 forcing (Shindell et al., 2005; Myhre
et al., 2013). This is also evident here, with the direct CH4ERF estimated to be half (0.54 +- 0.04 W m-2;
Table 2) that of the total CH4 ERF due to indirect effects. These indirect effects result from changes in O3,
stratospheric WV, and potentially aerosols. Tables 2 and 3 provide the indirect ERFs from O3 and WV;
estimates from the two methods agree to within their error bars: 0.13 +- 0.05 W m-2 from the Elimination
Method and 0.20 +- 0.04 W m-2 from the Single-Forcing Method for O3 and 0.07 +- 0.05 W m-2/0.02 +-
0.04 W m-2for WV.

The ERF estimates also suggest that the total CH4 ERF from UKESM1 includes a significant indirect
contribution from aerosols, particularly aerosol-cloud interactions (aci). As was the case for O3 and WV,
the indirect ERFs from the two methods agree to within their error bars for both aci (0.28 +- 0.06 W m-2

from the Elimination Method and 0.30 +- 0.04 W m-2 from the Single Forcing Method; Tables 2 and 3)
and aerosol-radiation interactions (ari) (-0.05 +- 0.06 W m-2/0.00 +- 0.04 W m-2). The results also indicate
that the direct and indirect ERFs are additive and that they add up linearly. For example, the total CH4

ERF (0.97 +- 0.04 W m-2; Table 2) closely matches the sum of the individual direct and indirect ERFs
(1.06 +- 0.09 W m-2; Table 3).

Apportionment of the forcing using the Elimination and Single-Forcing pairs in this way may help to explain
some of the spread in PD CH4 ERF estimates from the AerChemMIP multi-model ensemble (Thornhill et
al., 2021b) and provide a process-based understanding of the positive cloud adjustment in UKESM1. The
direct CH4 ERF and the indirect ERFs from O3, WV, and aerosols in UKESM1 and the relevant changes
in composition are discussed further in the following sections.

3.1 Composition Changes

Figure 1 shows multi-annual mean pre-industrial (piClim-control ) distributions of O3, WV, Aitken and
accumulation mode aerosol number concentrations, and aerosol optical depth (AOD), as well as changes due
to the PI-to-PD increase in CH4concentration (piClim-CH4 minus piClim-control ). It shows that in the
PI atmosphere, O3 concentrations show a maximum in the tropical stratosphere of greater than 10 ppmv,

6
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with minimum concentrations aloft and in the troposphere (Figure 1a). As a tropospheric O3 precursor, the
CH4increase gives rise to an increase in tropospheric O3concentrations of 10-20 % on a zonal annual mean
basis (Figure 1b). Reductions of 0-10 % in stratospheric O3 concentrations also occur, reflecting the complex
interactions between CH4 and stratospheric O3 due to both the direct impact of CH4 on the odd hydrogen
(HOx) loss cycle (Pawson et al., 2014) and the indirect impact of CH4-induced increases in stratospheric
WV (e.g., Stenke and Grewe, 2005). This reduction is lower than the 15 % reduction in O3 following a
2-fold increase from PD CH4 concentrations in Winterstein et al. (2019) although their simulations had PD
chlorine loading. They also showed increases in WV of up to 50 % in the middle and higher stratosphere.
Here, the CH4 perturbation represents more than a doubling of the global mean PI concentration and we
find maximum increases in WV of over 30 % (Figure 1d). The CH4 perturbation also gives rise to changes
in other oxidants (e.g., OH), causing the total CH4 lifetime to increase from 8.1 years inpiClim-control to
9.8 years in piClim-CH4 (O’Connor et al., 2021). In turn, this change in oxidants leads to a change in the
global distribution of AOD. In particular, the low background aerosol loading in the PI atmosphere, which
has implications for PD anthropogenic aerosol forcing (Carslaw et al., 2013), sees some regional increases
and decreases of over 5 % in magnitude (Figure 1j). Indeed, Shindell et al. (2009) found an aerosol forcing
attributable to a PI-to-PD change in CH4 although in that study, a change in sulfate burden on a global
scale was more evident (-11 %). Here, the global mean AOD changes by less than 2 %; the regional changes
are limited in spatial extent and statistical significance, and have opposing signs.

However, statistically significant differences are more evident in the aerosol size distribution. For example, PI
Aitken mode number concentrations peak at more than 1000 cm-3 in the tropical mid-troposphere (Figure 1e).
The PI-to-PD CH4concentration perturbation leads to reductions in Aitken mode number concentrations
throughout the troposphere, with a maximum reduction of up to 50 cm-3 (Figure 1f). Likewise, accumulation
mode number concentrations peak near the surface in the tropics and the northern hemisphere mid-latitudes
in the PI period (Figure 1g), with values of over 100 cm-3 and reductions of up to 10 cm-3 resulting from
the CH4perturbation (Figure 1h). Given the weak and limited spatial extent of the changes in AOD,
these reductions in Aitken and accumulation mode number concentrations are commensurate with increases
in coarse mode number concentration (not shown). These results support the findings that the indirect
contribution to the total PD CH4 ERF from aerosol-radiation interactions (ari) in UKESM1 is small (Tables 2
and 3) and that the CH4-driven change in the aerosol size distribution has the potential to contribute
significantly to the CH4 ERF through aerosol-cloud interactions (aci; Tables 2 and 3). This is explored
further in Sect. 3.4.

3.2 Direct Methane Effective Radiative Forcing (ERF)

The direct CH4 ERF at the PD relative to the PI period is 0.54 +- 0.04 W m-2 (Tables 2, 3), consistent with
the traditional stratospherically-adjusted radiative forcing (SARF) estimate from the updated expression
from Etminan et al. (2016) i.e., 0.56 W m-2. As was the case for the total CH4 ERF (Table 2), the
majority of this forcing is in the clear sky (CS) longwave (LW) component (0.60 +- 0.02 W m-2), with the
CS shortwave (SW) contribution to the ERF (0.07 +- 0.02 W m-2) being more than offset by the cloud
radiative effect (CRE) (-0.14 +- 0.04 W m-2). The negative CRE in the direct CH4 ERF from UKESM1 is
consistent with Smith et al. (2018). In that study, only those models that included SW absorption by CH4

had a negative cloud adjustment; the SW absorption causes tropospheric heating and reductions in upper
tropospheric cloud amounts. However, in comparing with the direct CH4 ERF from the HadGEM2 model
(Collins et al., 2011) from Andrews (2014) in Table 4, there is good quantitative agreement between the net
CS (0.68 +- 0.03 cf. 0.61 W m-2) and the net CRE (-0.14 +- 0.04 cf. -0.11 W m-2) components. However,
there is poor agreement with the individual CS SW (0.07 +- 0.02 cf. -0.13 W m-2) and LW (0.60 +- 0.02 cf.
0.74 W m-2) components, which cannot be reconciled by the different years representing the PI and PD in the
two studies. Indeed, UKESM1 shows a positive CS forcing in the SW consistent with Etminan et al. (2016)
whereas HadGEM2 has a non-zero CS forcing despite no treatment of solar absorption by CH4. HadGEM2
also shows a larger CS LW forcing than UKESM1, which could be related to the lack of treatment of CH4

in the SW (Collins et al., 2006; Li et al., 2010; Etminan et al., 2016). However, the anomalous negative CS
SW component in the HadGEM2 simulations offsets its stronger positive CS LW component, resulting in
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the two models having comparable net CS components for the direct CH4 ERF.

To investigate the differences between HadGEM2 and UKESM1 further, we make use of the study by Smith
et al. (2018) which found that the direct CH4 ERF is approximately equal to its instantaneous radiative
forcing (IRF), due to the rapid adjustments included in the ERF either being small or summing to zero. As
a result, the idealised stand-alone PI test case from the RFMIP protocol (Pincus et al., 2016) can be used
here to investigate the differences in the direct CH4 ERF CS components between HadGEM2 and UKESM1.

As outlined in Sec. 2, the main test case used from RFMIP is that of a cloud-free aerosol-free PI atmosphere
- referred to here as PI . A parallel perturbation test case (PI-CH4 ) with the PI-to-PD perturbation
applied was set up, with both test cases run using the corresponding spectral data files from HadGEM2
and UKESM1. Figure 2 shows profiles of the differences in the SW, LW and net outgoing radiative fluxes
between the two test cases (PI-CH4 minusPI ). It shows that with the HadGEM2 spectral data, the SW
IRF at TOA under aerosol-free cloud-free conditions is expected to be zero. It also shows that the small
positive CS SW ERF from the UKESM1 simulation is consistent with the SW IRF at TOA calculated offline.
Looking at the LW fluxes, the difference in the CS LW ERF between HadGEM2 and UKESM1 is mostly
explained by the updated spectroscopic data used in UKESM1 relative to HadGEM2 (Walters et al., 2019),
although some discrepancy (˜0.06 W m-2) still remains. A sensitivity test with offline SOCRATES using 3D
CH4fields from UKESM1 rather than constant CH4concentrations throughout the depth of the atmosphere,
at most, accounts for only 0.01 W m-2.

Although the stand-alone tests support the findings from UKESM1 in both the CS SW and LW components
of the direct CH4 ERF, they do not explain the non-zero (or negative) CS SW forcing in HadGEM2. Further
investigations into the HadGEM2 simulations show that the negative CS SW ERF was due to changes in
dust outflow from North Africa; the 3 CH4 perturbation experiments showed significant variability in the CS
SW ERF i.e., -0.04 to -0.28 W m-2, with the -0.13 W m-2reported in Andrews (2014) being the average of
the 3 ensemble members. It is still unclear what mechanism is driving the dust response in HadGEM2 but
dust production in that model was found to be highly sensitive to various atmospheric and surface variables
(Collins et al., 2011). Nevertheless, the results indicate that the direct CH4 ERF is better represented in
UKESM1 than in HadGEM2 and is more consistent with the Etminan et al. (2016) expression based on
line-by-line radiative transfer calculations. UKESM1 is also more consistent with the multi-model mean of
the IRF due to a PD-to-PI CH4 perturbation from present day in Pincus et al. (2020). This improvement in
UKESM1 is three-fold: (i) the inclusion of SW absorption by CH4, (ii) the update to the LW spectral data
for CH4, and (iii) the absence of an anomalous dust response in the UKESM1 CH4 perturbation experiments.

3.3 Methane-Driven Ozone and Water Vapor ERFs

As seen from Figure 1, the PI-to-PD perturbation increases tropospheric O3 and decreases stratospheric
O3, changes which together contribute an indirect O3 ERF to the total CH4 ERF. Using the “Elimination
Method” and “Single Forcing Method”, we calculate an indirect O3ERF attributable to the PI-to-PD change
in CH4concentration of 0.13 +- 0.05 and 0.20 +- 0.04 W m-2, respectively, showing good consistency between
the two methods. This positive forcing is predominantly in the CS (0.18 +- 0.04/0.24 +- 0.03 W m-2;
Tables 2, 3) and in the LW (0.19 +- 0.02/0.17 +- 0.02 W m-2; Tables 2, 3), reflecting the sensitivity of
forcing per unit mass to the vertical distribution of O3 changes (Lacis et al., 1990) and the dominance of the
tropospheric O3 change to the ERF (Skeie et al., 2020). There is a very weak CRE (-0.07 +- 0.05/-0.04 +-
0.04 W m-2; Tables 2, 3) but given the standard errors, its contribution to the indirect O3 ERF and the total
CH4 ERF can be considered negligible. This is consistent with Skeie et al. (2020), who found that the cloud
adjustment associated with O3forcing is small (˜0.02 W m-2), albeit opposite in sign to that found here.

It is also worth noting that water vapor (WV) production from CH4 oxidation was switched on when isolating
the indirect O3 ERF using the “Elimination Method” (Table 1). This has the potential for the indirect O3

ERF to include the radiative effect of O3 changes resulting from CH4-driven increases in stratospheric WV
(e.g., Stenke and Grewe, 2005) in addition to the radiative effect of more direct CH4-driven changes in
tropospheric and stratospheric O3. On the other hand, for the “Single Forcing Method”, the O3 ERF was
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quantified with WV production from CH4 switched off. Hence, the smaller magnitude of the inferred O3

ERF compared with that from the Single Forcing method could be due to a difference in O3 in the model
simulations from WV. However, the magnitude of the difference in the O3 change was less than 2 %, with
regional differences of opposing sign; the resulting impact on the indirect O3 ERF can be considered negligible
given the magnitude of the errors.

The study by O’Connor et al. (2021) found that the stratospherically-adjusted radiative forcing (SARF)
from changes in tropospheric O3 due to the PI-to-PD change in CH4 concentration is 0.14 W m-2. Taking
a whole-atmosphere perspective, we estimate a whole-atmosphere O3 SARF attributable to the PI-to-PD
change in CH4 concentration of 0.15 W m-2 by combining the O3 IRF calculated offline using SOCRATES
(0.11 W m-2) with the stratospheric temperature adjustment (0.04 W m-2) calculated using a temperature
radiative kernel (Smith et al., 2018). This suggests that the contribution from the stratospheric O3 SARF is
at most 0.01 W m-2. It confirms that although the O3 reductions in the upper stratosphere are substantial
(0-20 %), the global mean stratospheric changes contribute little to the indirect whole-atmosphere O3 SARF.
This is as a result of O3 forcing being dominated by changes in the upper troposphere and lower stratosphere
(UTLS) (Lacis et al., 1990; Skeie et al., 2020) and the lack of atmospheric mass aloft. However, potential
increases in CH4 beyond the PD may play a more significant role in stratospheric O3 forcing in the future
as concentrations of ozone-depleting substances decrease (e.g., Iglesias-Suarez et al., 2018). In particular,
including troposphere-stratosphere chemistry schemes into ESMs (e.g., Morgenstern et al., 2017) provides
additional insight into climate change drivers and has greater relevance for policy makers (Shindell et al.,
2013).

In addition to O3, water vapor (WV) is also an effective GHG close to the tropopause (Lacis et al., 1990;
Forster and Shine, 2002) and thus WV production from CH4 oxidation has the potential to exert an indirect
forcing. However, previous studies (e.g., Hansen et al., 2005; Myhre et al., 2007) have found the indirect
stratospheric WV SARF to be small; AR5 concluded that it is in the range of 0.02 to 0.12 W m-2 with a
central estimate of 0.07 W m-2 (Myhre et al., 2013). This is due to the change in WV close to the tropopause
being small (Hansen et al., 2005). In this study, the change in the UTLS region is estimated to be less than
10 %. Larger changes in WV occur in the upper stratosphere but being optically thin and convectively stable,
the changes there are less effective at influencing the radiative balance (Hansen et al., 2005). For comparison
purposes, we quantify the WV SARF in two ways. Firstly, scaling the direct CH4 SARF of 0.54 W m-2 from
Etminan et al. (2016) by 15 %, as done in the Intergovernmental Panel on Climate Change (IPCC) 4th
assessment report (Forster et al., 2007), yields 0.08 W m-2. Secondly, using the model-diagnosed changes
in WV and temperature yield a TOA IRF of 0.05 W m-2 and a stratospheric temperature adjustment of
0.04 W m-2 from offline SOCRATES and a radiative kernel (Smith et al., 2018), respectively, we estimate a
UKESM1-derived SARF of 0.09 W m-2. Both estimates are consistent with the range from previous studies
(Hansen et al., 2005; Myhre et al., 2007; Myhre et al., 2013). The indirect TOA ERFs quantified here by the
“Elimination” and “Single Forcing” methods (0.07 +- 0.05/0.02 +- 0.04 W m-2; Tables 2, 3) are consistent
with each other but in the case of the Single Forcing method, the estimate appears to be marginally weaker
than the SARF estimates. This indicates that there may be rapid adjustments other than the stratospheric
temperature adjustment and that forcing estimates may be sensitive to the choice of metric (e.g., Smith
et al., 2018). Nevertheless, the stratospheric WV forcing here is weakly positive and the choice of forcing
metric does not have a major impact on the understanding of the role of CH4-driven changes in WV in the
PD forcing of climate.

3.4 Methane-Driven Aerosol ERF and Cloud Radiative Effect

A significant finding of this study is that increases in CH4 concentration lead to changes in aerosol properties
resulting in a positive contribution to the total CH4ERF. This aerosol-mediated term is estimated to be
0.23 +- 0.06 or 0.30 +- 0.06 W m-2, depending on whether the “Elimination Method” or “Single Forcing
Method” is used (Tables 2 and 3). This forcing is almost entirely from aerosol-cloud interactions (aci)
and their influence on the SW radiative effects of clouds. The aci component is estimated to be 0.28 +-
0.06/0.30 +- 0.04 W m-2 (Table 2, 3) and the aerosol-radiation interactions (ari) component is either weakly
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negative or neutral at -0.05 +- 0.06/0.00 +- 0.04 W m-2 (Table 2, 3). A double call to the radiation
scheme following Ghan et al. (2012) confirms that the magnitude of the CH4-driven aerosol IRF is less
than 0.01 W m-2, consistent with the near-zero ari term derived from the Elimination and Single-Forcing
methods. This is also consistent with the global mean AOD change only being of the order of 2 % (Figure
1). The explanation for the relatively substantial aci component lies in more subtle changes to aerosol size
distributions and number concentrations. These appear to have been triggered by changes in oxidation
rates affecting secondary aerosol formation and the nucleation of new particles. These following sub-sections
explore these processes in further detail.

3.4.1 Aerosol-cloud microphysical changes

As shown in Figure 1, the PI-to-PD increase in CH4 leads to statistically significant reductions in aerosol
number concentrations, particularly across the Aitken mode, but also in the accumulation mode. This is
also clear from examining the aerosol size distribution (Figure 3), where particle concentrations reduce most
in relative terms across the size range from 20 – 200 nm in diameter (10 – 100 nm radius), encompassing
the Aitken mode and much of the accumulation-mode peak. Crucially, the number of particles greater than
50 nm in diameter (N50) has reduced and this is likely to affect the availability of cloud condensation nuclei
(CCN). The reduction of particle number concentrations appears to be driven by a reduction in the nucleation
of new particles in the upper troposphere (Figure 4a). This is a region of the atmosphere where nucleation is
typically most intense in the model so the reduction affects aerosol numbers globally. Indeed, there is a drop
in zonal mean N50 across all latitudes and through the depth of the troposphere (Figure 4b). This follows
through to a reduction in cloud droplet number concentration (CDNC) across all latitudes and heights in
the multi-annual zonal means (Figure 4c) where liquid clouds are present in the model. The changes in N50
vary regionally as do the impacts on CDNC (Figure 5a, b). The strongest reductions in CDNC at 1 km occur
over the oceans, especially in tropical and sub-tropical latitude zones where stratocumulus typically reside.
These are statistically significant across most ocean regions and, as expected, lead to significant increases
in cloud droplet effective radius (Reff) at 1 km, averaging around 0.1 - 0.2 μm over much of the oceans
(Fig. 5c). The results strongly indicate that the so-called Twomey effect (Twomey, 1977) is weakened in the
piClim-CH4 simulation relative to piClim-control , resulting in less reflective clouds and the positive indirect
ERF from aci of 0.28 ± 0.06/0.30 ± 0.04 W m-2 (Tables 2, 3). Although defined differently, the estimated
aci response here is consistent with the UKESM1 cloud adjustment of 0.24 W m-2 from the radiative kernel
difference method used in Thornhill et al. (2021b) - this is due to the corrections for cloud masking in
Thornhill et al. (2021b) cancelling out or being equal to zero in the approaches (Elimination Method or
Single Forcing Method) used here.

3.4.2 Aerosol-chemical feedback mechanisms

To understand why such changes in aerosol microphysics have occurred requires a more detailed investigation
of changes in oxidation rates and the life cycle of aerosol-chemical processes. Table 5 shows a full gas-phase
and aerosol budget for sulfur species and organic matter (OM) from the piClim-control and piClim-CH4
simulations and Figure 6 shows a schematic of the main processes involved in the secondary formation of
sulfate (SO4) aerosol in UKESM1 (Sellar et al., 2019). Dimethyl sulphide (DMS) is oxidised in the gas
phase to form sulfur dioxide (SO2). In the PI atmosphere, DMS is oxidised by the hydroxyl (OH) radical
(14.38 +- 0.09 Tg (S) yr-1), nitrate (2.03 +- 0.03 Tg (S) yr-1) and oxygen atoms (0.18 +- 0.01 Tg (S) yr-1).
Together with carbonyl sulphide (COS) photolysis and oxidation, they account for 16.72 +- 0.10 Tg (S) yr-1

of the PI global SO2 source. The remaining SO2 source is primary, amounting to 14.82 Tg (S) yr-1. SO2 is
then oxidised by OH and O3 in the gas phase and by hydrogen peroxide (H2O2) and O3 in the aqueous phase
(Table 5), with the 3 principal pathways shown in Figure 7. Oxidation by OH accounts for 40.7 % of PI
SO2oxidation to produce sulfuric acid (H2SO4). New particle formation arises from the binary homogeneous
nucleation of H2SO4 and water in the free troposphere (Vehkamaki et al., 2002), leading to an increase in
nucleation mode number concentration and SO4 aerosol mass (Figure 6) and accounting for 0.8 % of PI
secondary SO4 aerosol production. Gas-phase H2SO4 also condenses onto pre-existing aerosol, increasing
SO4 mass without changing aerosol number concentration and contributes 46.7 % to the secondary SO4
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aerosol production. SO2 is also oxidised via dissolution into cloud droplets followed by reaction with H2O2

or O3. Fluxes from these aqueous-phase reactions update the SO4 mass in both the accumulation and coarse
mode aerosol with no change in aerosol number concentration, and account for 43.3 and 9.1 % of secondary
SO4 production, respectively. The resulting PI SO4 burden is 0.456 +- 0.005 Tg (S). Wet scavenging accounts
for up to 85 % of SO4 aerosol removal, leading to a lifetime of 9.17 +- 0.12 days.

Table 5 indicates that in the PI atmosphere, primary emissions of OM from land and marine sources con-
tribute 49.25 +- 0.01 Tg (OM) yr-1, with the latter coupled to the ocean biogeochemistry scheme (Sellar et
al., 2019; Mulcahy et al., 2020). Secondary formation of OM is via oxidation of monoterpenes and the gas-
phase product condenses onto pre-existing aerosol (Kelly et al., 2018; Mulcahy et al., 2020) i.e., increasing
OM aerosol mass but with no change in aerosol number concentration. In the PI atmosphere, secondary for-
mation of OM aerosol accounts for 43.7 % of the global OM source. Close to 80 % of OM is removed by wet
scavenging, with the remainder by dry deposition, leading to a PI aerosol burden of 1.28 +- 0.02 Tg (OM) and
a lifetime of 5.29 +- 0.05 days. A full description of the GLOMAP-mode aerosol scheme and its performance
in UKESM1 for the recent past can be found in Mulcahy et al. (2020).

In piClim-CH4 , the PI-to-PD increase in CH4concentration does not change the total DMS source or DMS
oxidation flux relative to the PI atmosphere (Table 5). However, CH4-driven changes in oxidants change the
relative contributions of the different DMS oxidation pathways. For example, oxidation by OH reduces by
4 % while oxidation by NO3increases by 22 %. These changes are most evident in the DMS burden over the
Southern Ocean, where reductions in oxidation by OH change the regional distribution of secondary sources
of SO2 (not shown). On a global annual mean basis, the DMS burden and lifetime both increase (Table 5).

The PI-to-PD increase in CH4 also alters the relative contribution of the different SO2 oxidation pathways
(Figure 7). Oxidation of SO2 by OH reduces from 8.01 +- 0.07 Tg (S) yr-1 to 6.83 +- 0.06 Tg (S) yr-1 - a
decrease of 14.7 %. Oxidation by H2O2 increases by 12.4 % and accounts for over 50 % of SO2 oxidation.
There is little change in the aqueous-phase oxidation by O3(+0.2 %) or in the total amount of SO2 being
oxidised, as was the case for DMS. The change in oxidation by OH is consistent with the CH4 lifetime
increasing by 21 % inpiClim-CH4 relative to piClim-control (O’Connor et al., 2021). Given that the gas-
phase oxidation of SO2 by OH is the only pathway that gives rise to new particle formation in UKESM1, a
change in the relative contributions of the different SO2 oxidation pathways alone may lead to a change in
aerosol size distribution and hence, cloud activation (Abdul-Razzak and Ghan, 2000). A similar mechanism,
albeit due to sensitivity of the aqueous-phase oxidation of SO2 by O3 to changes in cloud water pH, was found
to affect aerosol formation rates, cloud activation, and aerosol forcing by Turnock et al. (2019) although the
pH is fixed in the configuration used here (Mulcahy et al., 2020).

Due to oxidant changes, the CH4 increase inpiClim-CH4 leads to less new particle formation; nucleation rates
of H2SO4 decrease from 0.137 +- 0.003 to 0.126 +- 0.003 Tg (S) yr-1, amounting to a decrease of 8.0 %. This
helps to explain why the concentration of nucleation-mode particles has reduced (Figure 4a). Condensation
of gas-phase H2SO4 also decreases, with the smallest and largest reductions evident in condensation rates
onto the nucleation and coarse modes of 8.3 and 21.1 %, respectively. On the other hand, condensation rates
onto accumulation and coarse mode aerosol following aqueous-phase oxidation of SO2 via H2O2 increase
from 7.20 +- 0.04 to 8.08 +- 0.06 Tg (S) yr-1. The net effect of these changes is that there is less SO4 mass
in the nucleation (-1.8 %) and accumulation (-3.8 %) modes, with a very marginal increase in the Aitken
mode (less than 1 %) and a near-zero change in the coarse mode. Together, these combine to give a SO4

burden in piClim-CH4 of 0.446 +- 0.005 Tg (S), which is only 2 % lower than in the PI atmosphere.

In the case of OM, CH4 changes the relative contributions of the different monoterpene oxidation pathways
although the total secondary production of OM is unchanged. Oxidation by OH decreases by 4.8 %, while
oxidation by NO3 and O3 increase by 2.1 and 2.4 %, respectively. As a result, the monoterpene burden reduces
by 6 % in the global annual mean. Secondary OM production, via condensation onto pre-existing aerosol
of the condensable vapour product from monoterpene oxidation, remains unchanged (Table 5). However,
condensation onto the nucleation and Aitken soluble modes decreases by 4.6 and 1.5 %, respectively, while
that onto the Aitken insoluble, accumulation and coarse modes increases marginally. This is suggestive that
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changes in gas-to-particle partitioning of OM onto pre-existing aerosol also have the potential to modulate
the aerosol size distribution further. Although the total OM burden is unchanged, there is less OM mass in all
modes, except for the Aitken insoluble mode. Less mass in the smaller modes also reduces the condensational
growth of particles to sizes that can contribute to CCN, thereby directly leading to a shift in the aerosol
size distribution (Figure 3) towards one with fewer particles large enough to act as CCN (Figure 4) and a
weakening of the Twomey effect (Section 3.4.1).

3.5 Thermodynamic feedbacks on cloud

The analyses presented in Table 2 and 3 show that the cloud radiative effect (CRE) played a significant role
in the CH4 ERF. In total, the CRE accounts for 0.12 W m-2 of the total CH4 ERF (with all interactions
included) but the individual SW and LW components are much larger (0.50 W m-2 for SW and -0.38 W m-2for
LW). Whilst the aci were a strong contributor to the SW CRE (amounting to 0.28 – 0.30 W m-2) and wholly
responsible for the cloud adjustment as defined in Thornhill et al. (2021b), some 0.23 W m-2 of the SW
CRE occurs with aci disabled. The negative LW CRE component is driven almost exclusively by the non-
aerosol interactions; the perturbations in CH4, WV and O3 together build towards the negative LW CRE
of -0.35 W m-2 in the absence of the aci. It is therefore clear that much of the change in the CRE are
related to thermodynamic feedbacks, such as changes in temperature and atmospheric circulation, rather
than microphysical interactions.

To investigate such thermodynamic feedbacks, we analyse the pair of simulations with PI or PD CH4 where
interactive aci were eliminated (as listed in the second row of Table 2). There are increases in temperature
in the troposphere (Figure 8a), especially in the upper troposphere and the warming peaks at around 0.5 K
across the tropical tropopause. Some cooling occurs at higher levels in the stratosphere. Along with the
warming patterns are statistically significant reductions in cloud fractions (Figure 8b). For instance, in the
deep tropics, cloud cover has reduced at mid and upper levels of the troposphere, which is indicative of
suppressed convection associated with the warming and stabilization of the troposphere. There are also
statistically significant reductions in cloud cover in the mid-latitudes around 45 oS and 40 oN that extend
through the range of the troposphere. At high latitudes, there appears to be strong changes in cloud of
both positive and negative sign, but these are not statistically significant. Overall, the global-mean cloud
fraction reduces by 0.25 % and there were decreases of 1.0 and 0.9 % in global-mean liquid water path and
ice water path, respectively. The decreased cloud explains the negative LW CRE (increased outgoing LW),
and positive SW CRE (less reflection). In addition, global-mean precipitation decreases by 0.013 mm/day
(0.4 %), indicating that there was a slight slowing down of the hydrological cycle. This is consistent with
the suppression of convection, which is expected for forcing agents that increase absorption of radiation in
the troposphere. The CH4 contributes SW and LW absorption (Figure 2) and increased tropospheric O3

contributes to the absorption of SW in the troposphere. These decreases in precipitation, cloud and CRE
can be regarded as so-called “rapid responses” (e.g. Smith et al., 2018), since the sea surface temperatures
in these simulations were fixed. Slow feedbacks from longer-term climate warming could be different or even
have the opposite tendency to the fast feedbacks.

3.6 Emission-Based Estimates of Forcing

The direct and indirect CH4 ERFs quantified here are based on the observed change in global mean con-
centration between 1850 and 2014 (Meinhausen et al., 2017) and are referred to as concentration-based or
abundance-based ERFs. The abundance-based approach used here is similar to that taken for previous esti-
mates of the direct and total CH4 forcing (Andrews, 2014; Etminan et al., 2016; Smith et al., 2018; O’Connor
et al., 2021; Thornhill et al., 2021b). However, the chemical coupling between CH4and its own sink, via
OH, means that an increase in CH4emissions decreases OH, increases the CH4 lifetime, and increases the
resulting atmospheric concentration (Prather et al., 2001). The CH4 lifetime and atmospheric abundance
also depend on emissions of other tropospheric O3 precursors, with the PI-to-PD increase in volatile organic
compound (VOC) and carbon monoxide (CO) emissions contributing to an increase in CH4 lifetime whereas
the increase in nitrogen oxides (NOx) emissions causes a decrease (Stevenson et al., 2020). Together, it
means that the observed CH4 concentration change is lower than would arise from the PI-to-PD change in
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CH4emissions alone . As a result, an emissions-based forcing estimate, based solely on the PI-to-PD increase
in CH4emissions, could be larger than an abundance-based estimate by as much as 25 % (Shindell et al.,
2005).

Outside of CMIP6, ESMs including UKESM1 are starting to include more interactive CH4 cycles, with
CH4emissions-driven rather than concentration-driven (Ocko et al., 2018; Kleinen et al., 2020; Folberth et
al., 2021). Forcing estimates from an emissions-based perspective, in the case of CH4, provide a more direct
attribution of the forcing to changing emissions and have greater relevance for policy makers (Shindell et
al., 2013). Therefore, understanding and quantifying the potential differences in forcing between the current
generation of CMIP6 models with CH4concentration-driven and those models driven by CH4emissions is
important. Here, we attempt to convert the UKESM1 direct and indirect abundance-based CH4 ERFs to
emissions-based estimates.

To do this for the direct CH4 radiative forcing and ERF, we make use of additional experiments from the
AerChemMIP protocol (Collins et al., 2017): piClim-NOx and piClim-VOC , in which PI-to-PD pertur-
bations to the anthropogenic emissions of (i) NOx and (ii) VOCs and CO were applied, respectively. The
model-diagnosed change in total CH4 lifetime in relation topiClim-control is used to calculate the equilibrium
CH4 concentrations from the piClim-CH4 ,piClim-NOx and piClim-VOC experiments following O’Connor
et al. (2021). From the difference between the prescribed and equilibrium CH4 concentrations and the
UKESM1 direct CH4 ERF, a PD emissions-based direct radiative forcing by CH4 is estimated to be 0.67
W m-2. This comprises the direct CH4 concentration-based radiative forcing of 0.56 W m-2 and additional
individual contributions from CH4, NOx, and VOCs/CO (via their influence on CH4 lifetime) of 0.22, -
0.19, and 0.08 W m-2, respectively (Table 6). The estimate of 0.67 W m-2 is almost 20 % larger than the
concentration-based estimate of 0.56 W m-2 from Etminan et al. (2016), and is consistent with the findings
of Shindell et al. (2005). Using the direct CH4 ERF from UKESM1 of 0.54 W m-2 (Table 2) and applying
the same scaling, the direct emissions-based CH4 ERF from UKESM1 is 0.65 +- 0.05 W m-2.

In relation to the indirect O3 forcing from CH4, the study by O’Connor et al. (2021) found that the tropo-
spheric O3 stratospherically-adjusted radiative forcing (SARF) for the year 2014 due to changes in CH4since
the PI period from concentration-based and emissions-based perspectives is 0.14 and 0.21 W m-2, respec-
tively. The emissions-based estimate is comparable to that from Shindell et al. (2005) for the year 1998
(0.20 W m-2) relative to 1750 despite the CH4 concentration change in that study being larger than that
applied here (1209 cf. 1023 ppb). However, they noted from their simulations that the O3 response to a
positive CH4 perturbation at the PI is larger than a negative perturbation applied at the PD by 20 %. There-
fore, scaling our emissions-based estimate by the ratio of the concentration changes between the two studies
gives a revised UKESM1 estimate of 0.25 W m-2 for the 1750-1998 period, which is indeed approximately
20 % larger than the estimate from their PD simulations. Taking the UKESM1 indirect abundance-based
ERFs from O3of 0.13 +- 0.05 and 0.20 +- 0.04 W m-2 from the Elimination (Table 2) and Single-Forcing
(Table 3) methods, respectively, emission-based ERFs are likely to be 0.19 +- 0.07 and 0.30 +- 0.06 W m-2,
respectively. These ERF values are reasonably consistent with the SARF of 0.21 W m-2 from O’Connor et
al. (2021) and reflect that rapid adjustments in the O3 ERF are small in magnitude and nearly sum to zero
(Skeie et al., 2020).

In the case of stratospheric WV, adopting the approach of scaling the direct emissions-based CH4 ERF of
0.65 W m-2 by 15 % yields an indirect emissions-based ERF from WV of 0.10 +- 0.01 W m-2. However,
this seems rather high relative to the abundance-based ERF from the Single-Forcing Method of 0.02 +-
0.04 W m-2 (Section 3.3). Therefore, as an alternative, we apply the ratio of the direct emissions-based to
the abundance-based CH4 ERFs to the indirect abundance-based WV ERF, leading to an estimate of 0.02 +-
0.05 W m-2. Finally, although aci are non-linear, a similar approach leads to a potential emissions-based
indirect ERF from aci of 0.35 +- 0.07 and 0.36 +- 0.05 W m-2 from the Elimination and the Single-Forcing
methods, respectively. Taking the emission-based ERFs from the Single-Forcing method alone, we calculate
a total PD (Year 2014) emissions-based CH4 ERF of 1.33 +- 0.11 W m-2 relative to the PI (Year 1850)
period. This is higher than the total abundance-based ERF by 37 % and highlights the importance of
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historical changes in CH4emissions in the PD forcing of climate. It also emphasises the potential role of CH4

in mitigating the near-term rate of climate change (Allen et al., 2018; Abernethy et al., 2021).

4 Conclusions

The PI-to-PD change in methane (CH4) concentration from 808 to 1831 ppb leads to a global mean ERF of
0.97 +- 0.04 W m-2 (O’Connor et al., 2021), with the majority of the forcing in the clear-sky (CS) longwave
(LW) component. Of this forcing, the direct concentration-based CH4contribution is 0.54 +- 0.04 W m-2 and
is consistent with line by line radiative transfer calculations (Etiminan et al., 2016) and is better represented
in UKESM1 than in its predecessor model, HadGEM2. An indirect O3 ERF of 0.13 +- 0.05 W m-2 from
the Elimination Method and 0.20 +- 0.04 W m-2 from the Single-Forcing Method is attributable to the CH4

concentration increase, which is largely due to the tropospheric O3 increase despite significant O3 decreases
in the stratosphere. The production of water vapor due to changes in CH4 leads to a weakly positive
ERF of 0.07 +- 0.05/0.02 +- 0.04 W m-2– these values are consistent with previous estimates based on the
stratospherically-adjusted radiative forcing metric (Hansen et al., 2005; Myhre et al., 2013), suggesting that
the choice of forcing metric does not have a major impact on our understanding of the role of CH4-driven
changes in WV in climate forcing.

The PI-to-PD CH4 increase in concentration also gives rise to a positive aerosol ERF of 0.28-
0.30 W m-2through aerosol-cloud interactions. CH4-driven changes in oxidants, particularly OH, alter the
relative contributions of the different sulfur dioxide (SO2) oxidation pathways, leading to a reduction in new
particle formation, a decrease in the number concentration of cloud condensation nuclei and cloud droplets,
with a corresponding increase in cloud droplet effective radius. However, the forcing from aerosol-radiation
interactions is negligible, consistent with the global mean aerosol optical depth changing by less than 2 %.
This study also confirms that the strong positive cloud adjustment in UKESM1, as defined and quantified
in Thornhill et al. (2021b), is aerosol-mediated.

Previous studies have found an aerosol forcing attributable to CH4 and/or oxidant changes. Shindell et
al. (2009), for example, found a large reduction in the sulfate burden on a global scale (-11 %), resulting
in an increase of ˜10 % (˜20-40 %) in the PD 100-year global warming potential of CH4 when chemistry-
aerosol interactions and ari (ari and aci) were considered. Kurten et al. (2011) reported a global mean
decrease in CDNC of 18 %, reduced cloudiness, and a strong positive aerosol forcing (2.32 W m-2) in a
scenario in which they applied a 10-fold increase in CH4, the bulk of which was due to aerosol indirect effects
(2.06 W m-2). More recently, Karset et al. (2018) found that the magnitude of the PD aerosol forcing
reduced by 19 % (-1.32 to -1.07 W m-2) when the PI control simulation included PI oxidants rather than
PD oxidants. The different oxidants cause greater condensate production relative to the amount of aerosol
formed via nucleation, resulting in a shift in the aerosol size distribution towards larger particles, leading to
cloud brightening in the PI atmosphere. The findings here are qualitatively consistent with these previous
studies. However, there is disagreement on the extent to which the aerosol forcing is due to ari and/or aci,
which warrants further investigation.

The inclusion of chemistry-aerosol interactions with aerosol-cloud interactions leads to a positive CRE in the
PD CH4 ERF from UKESM1. Although other models have a positive cloud adjustment associated with CH4

in the AerChemMIP models (Thornhill et al., 2021b), it was not clear why the cloud adjustments varied in
both sign and magnitude. This study, however, provides a process-based understanding of what is driving the
positive CRE in UKESM1 and confirms that it is a combination of microphysical aerosol-cloud interactions
and thermodynamics adjustments. The microphysical impacts occur due to CH4-driven changes in oxidants
in UKESM1 that alter cloud activation and reflectivity, leading to a contribution to the CRE of 0.28-0.30
W m-2. Although defined differently, this is consistent with the positive UKESM1 cloud adjustment from
Thornhill et al. (2021b). The thermodynamic effects are related to the radiative heating and stabilization
of the upper troposphere, which on the whole reduced cloud cover and convection. This led to a negative
CRE of -0.12 W m-2 due to a dominant negative LW CRE of -0.35 W m-2 and a positive SW CRE of 0.23
W m-2. Overall, this means a CH4-driven net CRE of 0.12 W m-2. The cloud effects and other non-cloud
forcing components added in a reasonably linear manner in our series of experiments, confirming that the
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assumption of linearity in radiative kernel analysis is valid.

If the contribution of aci to the CRE was robust across models, the results would have wider implications
for the role of CH4 in historical and future climate and/or future climate mitigation. For example, future
climate forcing and the Earth System response to continuing increases in anthropogenic emissions of CH4

(e.g., Saunois et al., 2020; Jackson et al., 2020) and/or from feedbacks on natural CH4 emissions (e.g.,
O’Connor et al., 2010; Dean et al., 2018; Gedney et al., 2019) would be greater than realised to date. CH4

mitigation and CH4 removal may be even more effective in reducing the total anthropogenic forcing on the
Earth’s radiative balance and the near-term climate response (e.g., Allen et al., 2021; Abernethy et al.,
2021). However, the multi-model assessment of Thornhill et al. (2021b) suggests that the cloud adjustment
in UKESM1 is anomalously large with respect to the other AerChemMIP models. A number of factors could
be driving this: (1) an anomalous CH4-driven oxidant response in UKESM1, (2) the lack of alternative
nucleation mechanisms in UKESM1, such as boundary layer nucleation, and/or (3) the cloud response to
aerosols in UKESM1 being too strong.

In relation to the oxidant response, the CH4-OH feedback factor (Fiore et al., 2009) from UKESM1 appears
to be consistent with other models (Thornhill et al., 2021b), suggesting that the OH response, at least,
is reasonable. In relation to nucleation, Gordan et al. (2016) demonstrated how the inclusion of organic-
mediated boundary layer nucleation could weaken the aerosol forcing by nearly 30 % by increasing the CDNC
in the PI atmosphere to a greater extent than in the PD period. While boundary layer nucleation is not
included in the UKESM1 simulations here, it has been found to improve model biases in PD aerosol number
concentrations (Ranjithkumar et al. 2021). For the cloud response to aerosols, Malavelle et al. (2017)
showed that aci seem to be more realistic in the HadGEM3 model (i.e., in the physical model underpinning
UKESM1) than in other models by evaluating the response to a large volcanic perturbation using observations
of cloud properties. However, McCoy et al. (2020) show that the PD-PI change in CDNC is inconsistent
with observational proxies as well as being outside of the range of AeroCom models. This could be due
to CDNC being too high in the northern hemisphere in response to anthropogenic aerosol emissions or
insufficient representation of background natural aerosol, including a lack of representation of boundary
layer nucleation.

Nevertheless, these results indicate the importance of including interactive chemistry (and chemistry-aerosol-
cloud interactions) in ESMs when quantifying PD climate forcing. Such interactions are relevant to forcings
from gas-phase constituents (O’Connor et al., 2021) as well as from the aerosol phase (Karset et al., 2018).
The study also suggests that rapid adjustments included in the ERF framework should include chemical as
well as physical adjustments to fully account for ES interactions. This is consistent with a recent assessment
by Ramaswamy et al. (2019) who concluded that the radiative forcing concept is simple but needs to
increasingly account for complex ES processes.
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Appendix A:

Data Availability

Table 1 lists the model simulation identifiers for all model experiments presented in this study. Data from
the piClim-control andpiClim-CH4 simulations have been published on the Earth System Grid Federation
and the model source ID is UKESM1-0-LL, with data citations of doi:10.22033/ESGF/CMIP6.6276 and
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doi:10.22033/ESGF/CMIP6.6229, respectively. Plotting scripts and data can be found at zenodo with digital
object identifier (doi) 10.5281/zenodo.5789528. All simulation data used in this study are also archived at
the Met Office and are available for research purposes through the JASMIN platform (www.jasmin.ac.uk).
For details, please contact UM collaboration@metoffice.gov.uk referencing this paper.
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Pair Experiment Simulation
Identifier

CH4 Other
GHGs

Aerosol
precursors

Trop. O3

precursors
Forcing
agents or
interac-
tions
active

Elimination

Method #1*
piClim-

control*
u-by903 1850 1850 1850 1850 CH4, WV

O3 ari, aci

piClim-

CH4 *

u-bz253 2014 1850 1850 1850

Elimination
Method #2

Control u-by906 1850 1850 1850 1850 CH4, WV
O3 ari

CH4perturbationu-bz254 2014 1850 1850 1850
Elimination
Method #3

Control u-bz144 1850 1850 1850 1850 CH4, WV
O3

CH4perturbationu-bz256 2014 1850 1850 1850
Elimination
Method #4

Control u-bz257 1850 1850 1850 1850 CH4 WV

CH4perturbationu-bz258 2014 1850 1850 1850
Elimination
Method #5
or Single
Forcing
Method #1

Control u-bz304 1850 1850 1850 1850 CH4

CH4perturbationu-bz305 2014 1850 1850 1850
Single
Forcing
Method
#2

Control u-bz391 1850 1850 1850 1850 WV

CH4perturbationu-bz392 2014 1850 1850 1850
Single
Forcing
Method
#3

Control u-bz371 1850 1850 1850 1850 O3

CH4perturbationu-bz372 2014 1850 1850 1850
Single
Forcing
Method
#4

Control u-bz386 1850 1850 1850 1850 ari

CH4perturbationu-bz387 2014 1850 1850 1850
Single
Forcing
Method
#5

Control u-bz389 1850 1850 1850 1850 aci

CH4perturbationu-bz390 2014 1850 1850 1850
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Table 1. List of all the atmosphere-only simulations carried out with UKESM1 to diagnose the apportionment
of the pre-industrial (PI; Year 1850) to present-day (PD; Year 2014) effective radiative forcing (ERF) from
methane (CH4) using the “Elimination Method” and the “Single Forcing Method”. *Only those simulations
labelled Elimination Method Pair #1 are official AerChemMIP experiments. The table also includes the
unique Simulation Identifier for each experiment.

Forcing
agents
and/or
interac-
tions
active

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(W m-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(W m-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(W m-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(W m-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(W m-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(W m-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(W m-2)

NET ERF LWcs’ SWcs’ LW CRE′ SW CRE′ NETcs’ NET CRE′

CH4, WV,
O3, ari, aci

0.97 ± 0.04 0.74 ± 0.02 0.11 ± 0.02 -0.39 ± 0.02 0.50 ± 0.02 0.85 ± 0.03 0.12 ± 0.02

CH4, WV,
O3, ari

0.69 ± 0.04 0.72 ± 0.03 0.11 ± 0.02 -0.38 ± 0.02 0.24 ± 0.03 0.83 ± 0.03 -0.14 ± 0.03

CH4, WV,
O3

0.74 ± 0.04 0.77 ± 0.03 0.10 ± 0.02 -0.35 ± 0.02 0.23 ± 0.04 0.87 ± 0.03 -0.12 ± 0.04

CH4, WV 0.61 ± 0.03 0.58 ± 0.02 0.08 ± 0.01 -0.31 ± 0.02 0.26 ± 0.03 0.66 ± 0.03 -0.05 ± 0.03
CH4 only 0.54 ± 0.04 0.60 ± 0.02 0.07 ± 0.02 -0.26 ± 0.02 0.12 ± 0.04 0.68 ± 0.03 -0.14 ± 0.04

Table 2. Effective radiative forcing (ERF) and its clear-sky (CS) and cloud radiative effect (CRE) components
in the longwave (LW) and shortwave (SW) based on Eqn. (6) and including an estimate of the standard error,
calculated at the present day (PD; Year 2014) relative to the pre-industrial period (PI; Year 1850) from a
PI-to-PD methane (CH4) perturbation in concentration using the “Elimination Method” pairs in Table 1.
ERFs for individual forcing agents and/or interactions are inferred by differencing the ERF between two
successive “Elimination Method” pairs.
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Forcing
agent
and/or
interac-
tions
active

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(Wm-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(Wm-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(Wm-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(Wm-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(Wm-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(Wm-2)

Present
day (PD;
Year 2014)
effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI;
Year 1850)
period
(Wm-2)

NET ERF LWcs’ SWcs’ LW CRE′ SW CRE′ NETcs’ NET CRE′

CH4 only 0.54 ± 0.04 0.60 ± 0.02 0.07 ± 0.02 -0.26 ± 0.02 0.12 ± 0.04 0.68 ± 0.03 -0.14 ± 0.04
WV only 0.02 ± 0.04 0.03 ± 0.03 -0.01 ± 0.02 -0.02 ± 0.02 0.02 ± 0.04 0.02 ± 0.02 0.00 ± 0.03
O3 only 0.20 ± 0.04 0.17 ± 0.02 0.07 ± 0.02 -0.10 ± 0.01 0.06 ± 0.04 0.24 ± 0.03 -0.04 ± 0.04
ari only 0.00 ± 0.04 0.03 ± 0.02 0.04 ± 0.02 0.01 ± 0.02 -0.08 ± 0.03 0.07 ± 0.02 -0.07 ± 0.03
aci only 0.30 ± 0.04 0.03 ± 0.03 0.00 ± 0.02 -0.01 ± 0.02 0.28 ± 0.03 0.03 ± 0.02 0.27 ± 0.03

Table 3. Effective radiative forcing (ERF) and its clear-sky (CS) and cloud radiative effect (CRE) components
in the longwave (LW) and shortwave (SW) based on Eqn. (6) and including an estimate of the standard error,
for individual forcing agents and/or interactions (methane (CH4), ozone (O3), stratospheric water vapor
(WV), aerosol-radiation interactions (ari), and aerosol-cloud interactions (aci)) calculated at the present
day (PD; Year 2014) relative to the pre-industrial period (PI; Year 1850) from a PI-to-PD methane (CH4)
perturbation in concentration using the ”Single Forcing Method”.

Model PI year PD year Present
Day
(PD)
Direct
CH4

effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI)
period
(W m-2)

Present
Day
(PD)
Direct
CH4

effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI)
period
(W m-2)

Present
Day
(PD)
Direct
CH4

effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI)
period
(W m-2)

Present
Day
(PD)
Direct
CH4

effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI)
period
(W m-2)

Present
Day
(PD)
Direct
CH4

effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI)
period
(W m-2)

Present
Day
(PD)
Direct
CH4

effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI)
period
(W m-2)

Present
Day
(PD)
Direct
CH4

effective
radiative
forcings
(ERFs)
relative
to the
pre-
industrial
(PI)
period
(W m-2)

NET
ERF

LWcs’ SWcs’ LW
CRE′

SW
CRE′

NETcs’ NET
CRE′

HadGEM2 1860 2005 0.50 0.74 -0.13 -0.23 0.12 0.61 -0.11
UKESM1 1850 2014 0.54 ±

0.04
0.60 ±
0.02

0.07 ±
0.02

-0.26 ±
0.02

0.12 ±
0.04

0.68 ±
0.03

-0.14 ±
0.04
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Table 4. Comparison of the different components of the direct CH4 ERF at the present day (PD) relative to
the pre-industrial (PI) period from HadGEM2 (Andrews, 2014) and UKESM1 (this study). Different years
represent the PD and the PI period in the two studies.

Species Simulation

Production
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Production
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Burden
(Tg (S)
or Tg
(OM))

Lifetime
(days)

Primary Secondary Dry
Deposition

Wet
Deposition

Oxidation

DMS piClim-
control

16.47 ±
0.09

N/A N/A N/A OH: 14.38
± 0.09
NO3: 2.03
± 0.03
O3P: 0.18
± 0.01
Sum: 16.59
± 0.10

0.09 ±
0.001

2.06 ± 0.03

piClim-
CH4

16.44 ±
0.12

N/A N/A N/A OH: 13.79
± 0.09 NO3

2.48 ± 0.03
O3P: 0.24
± 0.01
Sum: 16.51
± 0.11

0.11 ±
0.002

2.38 ± 0.03

SO2 piClim-
control

14.82 ±
0.00

DMS +
OH: 14.38
± 0.09
DMS +
NO3: 2.03
± 0.03
DMS +
O3P: 0.18
± 0.01
COS
Photolysis:
0.02 ±
0.001 COS
+ O3P:
0.01 ±
0.001 COS
+ OH: 0.11
± 0.001
Sum: 16.72
± 0.10

5.39 ± 0.04 7.09 ± 0.06 OH (g):
8.01 ± 0.07
O3 (g): <
0.001 H2O2

(aq): 9.63
± 0.05 O3

(aq): 2.03
± 0.04
Sum: 19.68
± 0.08

0.24 ±
0.002

2.74 ± 0.02
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Species Simulation

Production
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Production
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Burden
(Tg (S)
or Tg
(OM))

Lifetime
(days)

piClim-
CH4

14.82 ±
0.00

DMS +
OH: : 13.79
± 0.09
DMS +
NO3: 2.48
± 0.03
DMS +
O3P: 0.24
± 0.01
COS
Photolysis:
0.02 ±
0.001 COS
+ O3P:
0.01 ±
0.001 COS
+ OH: 0.09
± 0.001
Sum: 16.63
± 0.11

5.30 ± 0.05 7.09 ± 0.07 OH (g):
6.83 ± 0.06
O3 (g): <
0.001 H2O2

(aq): 10.82
± 0.07 O3

(aq): 2.02
± 0.04
Sum: 19.67
± 0.09

0.25 ±
0.002

2.84 ± 0.02

SO4 piClim-
control

0.38 ± 0.00 Nucleation
via OH:
0.137 ±
0.003 Con-
densation
via OH:
7.78 ± 0.07
In-cloud
via H2O2:
7.20 ± 0.04
In-cloud
via O3:
1.52 ± 0.03
Sum: 16.64
± 0.09

2.60 ± 0.03 14.40 ±
0.05

N/A 0.456 ±
0.005

9.17 ± 0.12
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Species Simulation

Production
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Production
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Loss
(Tg (S)
yr-1 or
Tg
(OM)
yr-1)

Burden
(Tg (S)
or Tg
(OM))

Lifetime
(days)

piClim-
CH4

0.38 ± 0.00 Nucleation
via OH:
0.126 ±
0.003 Con-
densation
via OH:
6.61 ± 0.06
In-cloud
via H2O2:
8.08 ± 0.06
In-cloud
via O3:
1.52 ± 0.03
Sum: 16.34
± 0.09

2.52 ± 0.03 14.24 ±
0.06

N/A 0.446 ±
0.005

8.97 ± 0.12

OM piClim-
control

49.25 ±
0.01

Condensation
via OH:
10.98 ±
0.17 Con-
densation
via NO3:
2.92 ± 0.03
Condensa-
tion via O3:
24.34 ±
0.21 Sum:
38.24 ±
0.37

17.79 ±
0.14

69.35 ±
0.32

N/A 1.28 ± 0.02 5.29 ± 0.05

piClim-
CH4

49.25 ±
0.01

Condensation
via OH:
10.45 ±
0.16 Con-
densation
via NO3:
2.98 ± 0.03
Condensa-
tion via O3:
24.92 ±
0.17 Sum:
38.35 ±
0.30

17.78 ±
0.12

69.46 ±
0.24

N/A 1.28 ± 0.02 5.30 ± 0.05

Table 5: Aerosol and gas-phase budget terms for dimethyl sulphide (DMS), sulfur dioxide (SO2), sulfate
(SO4) aerosol, and organic matter (OM) in UKESM1, based on the latter 30 years of the piClim-control
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and piClim-CH4 simulations. Units of production and loss are in Tg (S) yr-1 for the sulfur species and in
units of Tg (OM) yr-1 for OM, where the ratio of carbon to OM is 1.0:1.4. Units of burden are in Tg (S) or
Tg (OM) and the lifetime is in days. Of the aqueous-phase SO2 oxidation fluxes, 25 % of the SO2is assumed
to re-evaporate from the aqueous phase into the atmosphere and does not form SO4 aerosol.

Experiment Prescribed CH4

concn. / ppb
Total CH4

lifetime / years
Equilibrium CH4

concn. / ppb
[?]CH4 / ppb Direct [?]CH4

RF / W m-2

piClim-control 808 8.1 N/A N/A N/A
piClim-NOx 808 6.1 563 -245 -0.19
piClim-VOC 808 9.0 928 120 0.08
piClim-CH4 1831 9.8 2364 533 0.22

Table 6. Table indicating prescribed global mean CH4concentrations, total CH4 lifetime, equilibrium CH4

concentrations and the additional RF contributions from the piClim-NOx , piClim-VOC , and piClim-
CH4 simulations to the emissions-based estimate of the direct CH4 RF at the PD (Year 2014) relative to PI
(Year 1850).
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Figure 1. Multi-annual zonal mean distributions of a) O3, c) WV, e) Aitken mode aerosol number con-
centration, g) Accumulation mode aerosol number concentration, and multi-annual global distribution of i)
aerosol optical depth (AOD) in the pre-industrial (PI; Year 1850) period. The relative changes in O3, WV
and AOD due to the increase in CH4 concentration between the PI and the present day (PD; Year 2014) are
shown in b), d), and j), respectively, while the absolute changes in Aitken and Accumulation mode aerosol
number concentrations are shown in f) and h), respectively. Stippled areas show where the differences are
not statistically significant at the 95 % confidence interval.
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Figure 2. Comparison between two test cases (PI andPI-CH4 ) using the stand-alone SOCRATES radiation
scheme with spectral data from HadGEM2 and UKESM1. Differences in the net outgoing radiative fluxes
are shown for the shortwave (SW) in a), longwave (LW) in b), and SW&LW combined in c), using the sign
convention that incoming radiative fluxes are positive and outgoing fluxes are negative.

Figure 3: Global annual mean aerosol size distribution at 1 km in altitude in the PI atmosphere (blue; left
axis) and the relative difference in the size distribution due to the PI-to-PD perturbation in CH4 (red; right
axis), based on the latter 30 years of the 45-year long simulations. A vertical line marks those particles that
are large enough to contribute to N50 in the PI atmosphere.
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Figure 4. Multi-annual zonal mean changes in aerosol number concentrations, driven by the PI-to-PD
change in CH4concentration in the piClim-CH4 simulation. Results include changes to (a) nucleation-mode
particles, (b) number of particles greater than 50 nm in diameter, and (c) number of particles activated into
cloud condensation nuclei. Stippled areas show where the differences are not statistically significant at the
95 % confidence interval.

Figure 5. Global distributions of multi-annual mean a) N50, b) cloud droplet number concentration (CDNC)
and c) cloud droplet effective radius (Reff) at 1km height and differences as a result of the PI-to-PD pertur-
bation in CH4 in d), e), and f). Units are in cm-3 for N50 and CDNC and in μm for Reff.
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Figure 6: Schematic showing the mechanism for aerosol forcing attributable to methane at the present-day
(PD; Year 2014) relative to the pre-industrial (PI; Year 1850). The relative contributions of the different
oxidation pathways of sulfur dioxide (SO2) lead to a change in the aerosol size distribution. Sulfur species
include dimethyl sulfide (DMS) and sulfuric acid (H2SO4). Oxidants include hydroxyl (OH), nitrate (NO3),
atomic oxygen (O3P), hydrogen peroxide (H2O2) and ozone (O3). The numbers in parentheses indicate
the percentage of the total SO2 oxidation that is oxidised through a particular pathway and the percentage
below is the relative change in SO2 oxidation as a result of the increase in methane (CH4) concentration
from PI to PD levels.

Figure 7: Multi-annual zonal mean distributions of sulfur dioxide (SO2) oxidation fluxes via a) hydroxyl (OH),
b) hydrogen peroxide (H2O2), and c) ozone (O3) in piClim-control . The difference in the oxidation rates as
a result of the PI-to-PD methane increase is shown in d), e), and f). Units are in 10-2 moles (S) per second.
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Figure 8. Multi-annual mean zonal mean changes in (a) temperature, (b) cloud fraction from the large-scale
stratiform cloud scheme based on the difference between piClim-CH4 and piClim-control , where aerosol-
cloud interactions were suppressed.
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Key Points:

• The direct radiative effect of methane in UKESM1 is consistent with line-
by-line radiative transfer calculations

• The total methane effective radiative forcing in UKESM1 includes an
aerosol-mediated cloud forcing due to changes in cloud activation.

• The effective radiative forcing also includes a dynamically-driven cloud
forcing from tropospheric warming and a reduction in cloud fraction.

•

Abstract

The pre-industrial (Year 1850) to present-day (Year 2014) increase in methane
from 808 to 1831 ppb leads to a global mean effective radiative forcing (ERF)
of 0.97 ± 0.04 W m‑2 in the United Kingdom’s Earth System Model, UKESM1.
The direct methane contribution is 0.54 ± 0.04 W m‑2. It is better represented in
UKESM1 than in its predecessor model HadGEM2 due to (i) the inclusion of ab-
sorption in the shortwave, (ii) updates to the spectral properties in the longwave,
and (iii) the absence of an anomalous dust response in the UKESM1 simulations.
An indirect ozone ERF of 0.13-0.20 W m-2 is largely due to the radiative effect
of the tropospheric ozone increase outweighing that of the stratospheric ozone
decrease. An indirect water vapor ERF of 0.07 ± 0.05/0.02 ± 0.04 W m‑2 is con-
sistent with previous estimates based on the stratospherically-adjusted radiative
forcing metric. The methane increase also leads to a cloud radiative effect of
0.12 ± 0.02 W m‑2 from aerosol-cloud interactions and thermodynamic adjust-
ments. The aerosol-mediated contribution (0.28 ‑ 0.30 W m‑2) arises because
methane-driven changes in oxidants alter the rate of new particle formation (-8
%), causing a change in the aerosol size distribution towards fewer but larger
particles. There is a resulting decrease in cloud droplet number concentration
and an increase in cloud droplet effective radius. There are additional short-
wave and longwave contributions of 0.23 and ‑0.35 W m-2 to the cloud forcing
which are dynamically-driven. They arise from radiative heating and stabiliza-
tion of the upper troposphere, resulting in a reduction in global cloud cover and
convection. These results highlight the importance of chemistry-aerosol-cloud
interactions and dynamical adjustments when quantifying climate forcing and
can explain some of the diversity in multi-model estimates of methane forcing.

Plain Language Summary
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Methane is the second most important greenhouse gas after carbon dioxide.
Methane is also chemically reactive in the atmosphere, and can cause changes
in ozone, which is also a greenhouse gas. Methane can also affect the amount of
water vapor in the atmosphere, where it too acts as a greenhouse gas. Aerosols,
formed in the atmosphere through chemical processing, are also affected by
methane. This study quantifies the impact of changes in methane concentra-
tion since the pre-industrial period on the Earth’s energy budget at the present
day and examines the impact from methane itself, as well as the impact from the
additional methane-driven changes in ozone, water vapor, aerosols, and clouds.
The biggest impact (~55 %) is from methane itself, and of the remaining impact
on the Earth’s energy budget from methane, less than half is from ozone and
clouds. The contribution from clouds is partly driven by changes in aerosol
properties and partly driven by heating and a reduction in cloud cover. The
impact from water vapor is small and is consistent with previous estimates.
This study highlights the importance of including chemistry-aerosol-cloud inter-
actions when quantifying the effect of pre-industrial to present-day changes in
atmospheric constituents on climate.

1 Introduction

Methane (CH4) is the second most important greenhouse gas (GHG) after car-
bon dioxide (CO2) (Myhre et al., 2013). Due to its relatively short atmospheric
lifetime of 11.2 ± 1.3 yr (Prather et al., 2012) and its radiative efficiency being
an order of magnitude larger than for CO2 (Ramaswamy et al., 2001; Myhre et
al., 2013), CH4 has an important role in mitigating near-term climate change
(e.g., UNEP, 2011; Allen et al., 2018; Allen et al., 2021; Abernethy et al., 2021).
However, future concentrations may be subject to climate feedbacks involving
CH4 natural sources (e.g., O’Connor et al., 2010; Dean et al., 2018; Gedney et
al., 2019; Thornhill et al., 2021a; Kleinen et al., 2021). It is therefore impor-
tant to quantify its climate forcing and relevant feedbacks for understanding the
historical and future evolution of climate.

In relation to its climate forcing, CH4 has a direct radiative effect and indirect
effects due to its reactivity. As well as being a tropospheric ozone (O3) precursor,
CH4 affects stratospheric O3 (Pawson et al., 2014) and together, the O3 changes
lead to an indirect contribution to the total CH4 forcing. CH4 oxidation is
also a major sink for the hydroxyl (OH) radical, and changes in CH4 lead to
changes in O3, OH, and other oxidants. These oxidants determine the rate of
formation of secondary aerosol such as sulfate and secondary organic aerosol
(SOA) (e.g., Kelly et al., 2018; Mulcahy et al., 2020), potentially giving rise to
additional indirect aerosol forcings (e.g., Shindell et al., 2009; Karset et al., 2018)
through aerosol-radiation interactions (ari) and/or aerosol-cloud interactions
(aci), although these effects have not been well quantified to date.

Water vapor (WV) is also an important component of the radiative balance
in the stratosphere (e.g., Forster and Shine, 1999). Trends in observed strato-
spheric WV could be due to increases in stratospheric CH4 oxidation (Hansen
et al., 2005) or direct aircraft emissions (Wilcox et al., 2012). However, some
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of the observed increase can be attributed to a climate feedback (e.g., Dessler
et al., 2013). Studies disagree on the relative role of CH4 (e.g., Oman et al.,
2011; Hurst et al., 2011). Nevertheless, it is clear that indirect forcings through
changes in O3, stratospheric WV, and potentially aerosols, can significantly im-
pact CH4 forcing (Hansen et al., 2005; Shindell et al., 2005; Shindell et al., 2009;
Myhre et al., 2013; Winterstein et al., 2019; Thornhill et al., 2021b).

Recent studies that rank anthropogenic drivers of climate change make use
of the effective radiative forcing (ERF) as the preferred metric of choice (e.g.,
Smith et al., 2018; Smith et al., 2020; O’Connor et al., 2021; Thornhill et al.,
2021b) since it is more representative of the predicted global mean temperature
response (Hansen et al., 2005; Richardson et al., 2019). It was defined in the
Intergovernmental Panel on Climate change (IPCC) 5th assessment report (AR5;
Myhre et al., 2013) at the top-of-atmosphere (TOA) as:

𝐸𝑅𝐹 = 𝐼𝑅𝐹 +
𝑛

∑
𝑖=1

𝐴𝑖

where IRF is the TOA instantaneous radiative forcing from an imposed pertur-
bation (e.g., a change in a GHG concentration) and 𝐴𝑖 is a rapid atmospheric or
land surface adjustment (e.g., atmospheric temperature, clouds, water vapour,
albedo, etc.) that gives rise to additional positive or negative changes in the
net TOA radiative fluxes. The ERF differs from the more traditional radia-
tive forcing metric, in that the latter only includes a stratospheric temperature
adjustment, whereas the ERF also includes tropospheric and land surface ad-
justments.

In the case of the direct radiative effect of CH4, Smith et al. (2018) found
that the present-day (PD) CH4 ERF is approximately equivalent to its IRF.
The rapid adjustment associated with stratospheric temperature is negligible
and the other adjustments (e.g., tropospheric temperature and water vapor)
are small, have opposing signs, and roughly sum to zero. However, as indicated
above, there are additional Earth System (ES) interactions or chemical adjust-
ments that affect the net TOA radiative fluxes when CH4 is considered within
a full ES context (e.g., Hansen et al., 2005; Shindell et al., 2005; Shindell et al.,
2009; Winterstein et al., 2019). Therefore, when quantifying the climate forcing
of CH4, ES interactions or chemical adjustments need to be fully considered
(Shindell et al., 2009; Myhre et al., 2013) in addition to physical adjustments
(Smith et al., 2018).

A recent study by Thornhill et al. (2021b) quantified a range of PD anthro-
pogenic ERFs and considered both physical and chemical adjustments using an
ensemble of models that participated in the Aerosol and Chemistry Model Inter-
comparison Project (AerChemMIP; Collins et al., 2017). The multi-model PD
CH4 ERF was 0.67 ± 0.17 W m-2. Some of the model spread is due to differing
complexities in the representation of chemistry in the respective models (and
hence differences in their indirect contributions, e.g., from O3). However, some
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of the model diversity is due to differences in the sign and magnitude of the
cloud adjustment (-0.06 to 0.24 W m-2). Although other AerChemMIP mod-
els show a positive cloud adjustment (e.g., GISS-E2-1 (Bauer et al., 2020) and
CESM-WACCM (Emmons et al., 2020)), the United Kingdom’s Earth System
Model, UKESM1 (Sellar et al., 2019), has the strongest positive cloud adjust-
ment of the AerChemMIP models. This results in UKESM1 being one of only
two models (including CESM‑WACCM) to have a positive tropospheric adjust-
ment overall and the highest PD CH4 ERF of 0.97 ± 0.04 W m-2 (O’Connor et
al., 2021) of the multi-model ensemble.

In the Thornhill et al. (2021b) study, radiative kernels (Chung and Soden, 2015;
Smith et al., 2018; Smith et al., 2020) and diagnostic radiation calls (Ghan,
2013) enabled a breakdown of the total CH4 ERF into different constituents
(gas phase versus aerosol phase). However, it is unclear whether the relevant
adjustments are additive when more than one forcing agent is perturbed (as is
the case for CH4 in an ES context). The kernel approach also cannot distinguish
between cloud adjustments that are dynamically driven and those that are due
to changes in aerosol-mediated cloud nucleation (Thornhill et al., 2021b). As a
result, a complete process-based understanding of the UKESM1 total CH4 ERF
and the AerChemMIP multi-model diversity in the PD CH4 ERF is lacking.

The aim of the current study is thus to apportion the UKESM1 PD CH4 forcing
quantified in O’Connor et al. (2021) between the direct CH4 contribution and
indirect contributions using the widely-adopted metric of choice for forcing, i.e.,
ERF, thereby including physical and chemical rapid adjustments. This study
will also aim to test whether the relevant contributions (including adjustments)
are additive and provide a process‑based understanding of the positive cloud
adjustment in UKESM1. Although CH4 can affect the lifetime of other GHGs
such as chlorofluorocarbons (Boucher et al., 2009) or nitrous oxide (Hsu and
Prather, 2010), they are concentration-driven in UKESM1 and their response
to CH4 is therefore constrained. As a result, the focus here will be on the direct
CH4 ERF from the change in CH4 concentration between the pre-industrial
(PI) period and the PD, and the corresponding indirect ERFs from CH4-driven
changes in O3, stratospheric WV, and potentially aerosols. The paper is organ-
ised as follows. Section 2 gives a brief description of the UK’s Earth System
Model (UKESM1) and the experimental design used in this study. Results can
be found in Sect. 3 while conclusions can be found in Sect. 4.

2 Model Description and Experimental Design

The model used in this study is the atmospheric and land components of the
UK’s Earth System Model, UKESM1 (Sellar et al., 2019). It has a resolu-
tion of N96L85, equivalent to a horizontal resolution of approximately 135 km,
with 85 hybrid height levels covering an altitude range from the surface up to
the model lid at 85 km. The model includes a troposphere-stratosphere chem-
istry scheme (Archibald et al., 2020) from the United Kingdom Chemistry and
Aerosol (UKCA) model (Morgenstern et al., 2009; O’Connor et al., 2014) cou-
pled to a two-moment aerosol scheme called GLOMAP-mode (Mann et al., 2010;
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Mulcahy et al., 2018; Mulcahy et al., 2020). A full description and evaluation
of the gas-phase chemistry and aerosol schemes in UKESM1 can be found in
Archibald et al. (2020) and Mulcahy et al. (2020), respectively.

Here, UKESM1 is run in an atmosphere-only configuration, using sea sur-
face temperatures, sea ice conditions, surface water dimethyl sulphide and
chlorophyll concentrations, vegetation distribution, leaf area index, and canopy
heights representative of a pre-industrial (PI; Year 1850) state. These clima-
tologies, including a seasonal cycle, were calculated using 30 years output from
the coupled (atmosphere-ocean) PI control experiment of UKESM1 (piControl),
characterised in Sellar et al. (2019) and run as part of the 6th Coupled Model
Intercomparison Project (CMIP6; Eyring et al., 2016).

The experiments conducted here consist of paired simulations: a PI (Year 1850)
timeslice simulation and a parallel simulation, in which the global mean CH4
concentration prescribed as a lower boundary condition in the model is changed
from its Year-1850 value (808 ppb) to its present-day (PD; Year 2014) value
(1831 ppb) based on CMIP6 recommendations from Meinhausen et al. (2017).
CH4 concentrations aloft are simulated interactively by the model. The initial
pair follows the protocol from the Aerosol and Chemistry Model Intercompari-
son Project (AerChemMIP; Collins et al., 2017) and are called piClim-control
and piClim-CH4, respectively. All other model settings in the experiments are
representative of the PI period using CMIP6 recommendations. Briefly here,
other GHG concentrations are prescribed according to Meinhausen et al. (2017).
Gas-phase and aerosol-phase anthropogenic and biomass burning emissions for
the PI period are taken from Hoesly et al. (2018) and van Marle et al. (2017),
respectively. Natural volcanic and solar forcings were fixed in all simulations at
Year‑1850 levels (Arfeuille et al., 2014; Thomason et al., 2018; Matthes et al.,
2017) using those specified for CMIP6 (Eyring et al., 2016). Further details are
provided in O’Connor et al. (2021)

The apportionment of the total CH4 ERF between direct and indirect ERFs is
calculated in two ways. The first approach is called the “Elimination Method”,
whereby additional pairs of simulations incrementally disable an interaction or
forcing agent from influencing the TOA radiative fluxes, until the last pair only
allows CH4 itself to affect the TOA, thereby giving the direct CH4 ERF. The
difference between successive pairs is then used to infer the proportion of the
total CH4 ERF to that particular indirect effect, forcing agent or interaction
assuming linearity.

As mentioned, the final pair above gives the direct CH4 ERF. Similarly, other
paired experiments are conducted, such that the ERF associated with a single
composition change or interaction is calculated directly rather than inferring
it from differencing two pairs. This methodology is referred to as the “Single
Forcing Method” and gives rise to smaller errors than the “Elimination Method”.
All the experiment pairs carried out for this study using the two methods are
listed in Table 1 and were run for 45 years, with the latter 30 years used for
analysis.
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The ERF itself is calculated from the difference in the TOA radiative fluxes be-
tween a perturbation experiment (e.g., piClim-CH4) and its control experiment
(e.g., piClim-control) as follows:

𝐸𝑅𝐹 = Δ𝐹 , (1)

where �𝐹 includes the IRF as well as other changes to the TOA radiative fluxes
due to rapid adjustments. Although strictly by definition, the ERF should
exclude land surface temperature adjustments, model experimental protocols
and recommendations for quantifying ERFs to date (e.g., Forster et al., 2016;
Pincus et al., 2016; Collins et al., 2017) fix sea surface and sea ice conditions
only. Hence, the ERFs quantified here include a contribution from temperature
adjustments over the land surface. However, this contribution was found to be
small in the case of the CH4 ERF – typically 0.02-0.03 W m-2 (Thornhill et al.,
2021b) but is much larger for CO2 forcing (Andrews et al., 2021).

The ERF can be decomposed into the clear-sky component (ERFcs) and the
change in the cloud radiative effect (Δ𝐶𝑅𝐸) as follows:

𝐸𝑅𝐹 = Δ𝐹 cs + Δ(𝐹 − 𝐹𝑐𝑠) (2)

= 𝐸𝑅𝐹𝑐𝑠 + Δ𝐶𝑅𝐸, (3)

where Fcs is the clear-sky (CS) radiative flux. Due to the potential of the CH4
perturbation to alter atmospheric oxidants and secondary aerosols in UKESM1
leading to “cloud masking” (e.g., Zelinka et al., 2014), ΔCRE is diagnosed
from “clean” radiation calls that exclude aerosol-radiation interactions (ari), as
recommended in Ghan (2013):

ERF = Δ(𝐹 − 𝐹𝑐𝑙𝑒𝑎𝑛) + Δ𝐹 cs, 𝑐𝑙𝑒𝑎𝑛 + Δ(𝐹𝑐𝑙𝑒𝑎𝑛 − 𝐹𝑐𝑠, 𝑐𝑙𝑒𝑎𝑛) (4)

𝐸𝑅𝐹 = 𝐴𝑒𝑟𝑜𝑠𝑜𝑙 𝐼𝑅𝐹 + 𝐸𝑅𝐹𝑐𝑠, 𝑐𝑙𝑒𝑎𝑛 + Δ𝐶𝑅𝐸′ (5)

𝐸𝑅𝐹 = 𝐸𝑅𝐹𝑐𝑠′ + Δ𝐶𝑅𝐸′. (6)

The ERF is, thus, separated into a component due to cloud property changes
(Δ𝐶𝑅𝐸′) and the non‑cloud forcing (ERFcs’). Here, ERFcs’ is the sum of the
aerosol IRF and any non‑aerosol changes in CS fluxes (due to CH4, O3, etc.)
and differs slightly from ERFcs in Eqn. (3), in that it can include the impact of
aerosol scattering and absorption in the clear-air above or below clouds. This is
the approach adopted by O’Connor et al. (2021) in quantifying a wide range of
PD anthropogenic ERFs in UKESM1. However, it is worth noting that ΔCR𝐸′ ,
as defined here, differs from the cloud adjustment in Thornhill et al. (2021b).
In that study, the cloud adjustment is estimated from Δ𝐶𝑅𝐸′ but corrects for
cloud masking using kernel-derived non-cloud adjustments and the non-aerosol
IRF.

For each pair in Table 1, the ERF is calculated as the time-mean global-mean
difference in the TOA radiative fluxes, using the latter 30 years of the 45-year
long simulations and decomposed into its components following Eqn. (6) and
O’Connor et al. (2021). In addition to the “Elimination Method” and “Single

6



Forcing Method” simulation pairs (Table 1), the TOA IRF from the CH4-driven
changes in aerosols was diagnosed through a double call to the radiation scheme
(Ghan et al., 2012) in order to quantify the contribution of the aerosol IRF to
ERFcs’ in Eqn. (6). ERF estimates and their components from the different
methods can be found in Tables 2 and 3 and will be discussed in Sect. 3.

The UKESM1 simulations conducted here (Table 1) were also complemented
with offline calculations using the ESM’s radiation scheme SOCRATES (Suite
of Community Radiation Codes based on Edwards and Slingo, 1996). The of-
fline SOCRATES experimental setup followed the PI aerosol- and cloud‑free
protocol from the Radiative Forcing Model Intercomparison Project (RFMIP;
Pincus et al., 2016), designed to test the accuracy of clear-sky radiative trans-
fer parameterizations on global scales. The setup consists of 100 profiles of PI
atmospheric conditions including GHG concentrations (called PI here), that
when weighted appropriately and averaged, approximate to global annual mean
PI radiative fluxes. A parallel perturbation setup consists of an atmosphere, in
which all conditions remain at PI levels except for a PI‑to‑PD perturbation in
CH4 concentration (called PI-CH4). Together, PI and PI‑CH4 are representa-
tive of the UKESM1 simulations piClim-control and piClim-CH4, respectively,
and the difference in radiative fluxes gives the direct CH4 IRF. A second per-
turbation setup is representative of a PI atmosphere, but the only perturbation
applied is the CH4-driven O3 change diagnosed from UKESM1 (called PI‑O3).
Together, PI and PI‑O3 mimic the Single Forcing Method #3 pair of UKESM1
simulations (Table 1) and the difference in radiative fluxes yields the indirect
O3 IRF. In a similar way, the indirect WV IRF can be diagnosed by quantify-
ing the difference in radiative fluxes between PI and PI-WV, where PI-WV is
representative of a PI atmosphere but with the UKESM1 CH4-driven change in
WV diagnosed applied.

3 Results

The total PD (Year 2014) CH4 ERF relative to the PI (Year 1850) period is
0.97 ± 0.04 W m‑2 (O’Connor et al., 2021; Table 2), where the 0.04 W m-2

is the standard error following Forster et al. (2016). Previous studies have
found that CH4 forcing is almost double that of the direct CH4 forcing (Shin-
dell et al., 2005; Myhre et al., 2013). This is also evident here, with the di-
rect CH4 ERF estimated to be half (0.54 ± 0.04 W m‑2; Table 2) that of
the total CH4 ERF due to indirect effects. These indirect effects result from
changes in O3, stratospheric WV, and potentially aerosols. Tables 2 and 3
provide the indirect ERFs from O3 and WV; estimates from the two meth-
ods agree to within their error bars: 0.13 ± 0.05 W m‑2 from the Elimination
Method and 0.20 ± 0.04 W m-2 from the Single-Forcing Method for O3 and
0.07 ± 0.05 W m‑2/0.02 ± 0.04 W m‑2 for WV.

The ERF estimates also suggest that the total CH4 ERF from UKESM1
includes a significant indirect contribution from aerosols, particularly aerosol-
cloud interactions (aci). As was the case for O3 and WV, the indirect
ERFs from the two methods agree to within their error bars for both aci
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(0.28 ± 0.06 W m‑2 from the Elimination Method and 0.30 ± 0.04 W m-2 from
the Single Forcing Method; Tables 2 and 3) and aerosol-radiation interactions
(ari) (‑0.05 ± 0.06 W m‑2/0.00 ± 0.04 W m-2). The results also indicate that
the direct and indirect ERFs are additive and that they add up linearly. For
example, the total CH4 ERF (0.97 ± 0.04 W m‑2; Table 2) closely matches the
sum of the individual direct and indirect ERFs (1.06 ± 0.09 W m‑2; Table 3).

Apportionment of the forcing using the Elimination and Single-Forcing pairs in
this way may help to explain some of the spread in PD CH4 ERF estimates from
the AerChemMIP multi-model ensemble (Thornhill et al., 2021b) and provide a
process-based understanding of the positive cloud adjustment in UKESM1. The
direct CH4 ERF and the indirect ERFs from O3, WV, and aerosols in UKESM1
and the relevant changes in composition are discussed further in the following
sections.

3.1 Composition Changes

Figure 1 shows multi-annual mean pre-industrial (piClim-control) distributions
of O3, WV, Aitken and accumulation mode aerosol number concentrations, and
aerosol optical depth (AOD), as well as changes due to the PI-to-PD increase in
CH4 concentration (piClim-CH4 minus piClim-control). It shows that in the PI
atmosphere, O3 concentrations show a maximum in the tropical stratosphere
of greater than 10 ppmv, with minimum concentrations aloft and in the tro-
posphere (Figure 1a). As a tropospheric O3 precursor, the CH4 increase gives
rise to an increase in tropospheric O3 concentrations of 10-20 % on a zonal
annual mean basis (Figure 1b). Reductions of 0-10 % in stratospheric O3 con-
centrations also occur, reflecting the complex interactions between CH4 and
stratospheric O3 due to both the direct impact of CH4 on the odd hydrogen
(HOx) loss cycle (Pawson et al., 2014) and the indirect impact of CH4-induced
increases in stratospheric WV (e.g., Stenke and Grewe, 2005). This reduction
is lower than the 15 % reduction in O3 following a 2-fold increase from PD
CH4 concentrations in Winterstein et al. (2019) although their simulations had
PD chlorine loading. They also showed increases in WV of up to 50 % in the
middle and higher stratosphere. Here, the CH4 perturbation represents more
than a doubling of the global mean PI concentration and we find maximum
increases in WV of over 30 % (Figure 1d). The CH4 perturbation also gives
rise to changes in other oxidants (e.g., OH), causing the total CH4 lifetime to
increase from 8.1 years in piClim-control to 9.8 years in piClim‑CH4 (O’Connor
et al., 2021). In turn, this change in oxidants leads to a change in the global
distribution of AOD. In particular, the low background aerosol loading in the
PI atmosphere, which has implications for PD anthropogenic aerosol forcing
(Carslaw et al., 2013), sees some regional increases and decreases of over 5 % in
magnitude (Figure 1j). Indeed, Shindell et al. (2009) found an aerosol forcing
attributable to a PI-to-PD change in CH4 although in that study, a change in
sulfate burden on a global scale was more evident (-11 %). Here, the global
mean AOD changes by less than 2 %; the regional changes are limited in spatial
extent and statistical significance, and have opposing signs.
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However, statistically significant differences are more evident in the aerosol size
distribution. For example, PI Aitken mode number concentrations peak at
more than 1000 cm-3 in the tropical mid-troposphere (Figure 1e). The PI-to-
PD CH4 concentration perturbation leads to reductions in Aitken mode number
concentrations throughout the troposphere, with a maximum reduction of up to
50 cm-3 (Figure 1f). Likewise, accumulation mode number concentrations peak
near the surface in the tropics and the northern hemisphere mid-latitudes in
the PI period (Figure 1g), with values of over 100 cm‑3 and reductions of up to
10 cm-3 resulting from the CH4 perturbation (Figure 1h). Given the weak and
limited spatial extent of the changes in AOD, these reductions in Aitken and
accumulation mode number concentrations are commensurate with increases
in coarse mode number concentration (not shown). These results support the
findings that the indirect contribution to the total PD CH4 ERF from aerosol-
radiation interactions (ari) in UKESM1 is small (Tables 2 and 3) and that the
CH4-driven change in the aerosol size distribution has the potential to contribute
significantly to the CH4 ERF through aerosol-cloud interactions (aci; Tables 2
and 3). This is explored further in Sect. 3.4.

3.2 Direct Methane Effective Radiative Forcing (ERF)

The direct CH4 ERF at the PD relative to the PI period is 0.54 ± 0.04 W m-2

(Tables 2, 3), consistent with the traditional stratospherically-adjusted radia-
tive forcing (SARF) estimate from the updated expression from Etminan et al.
(2016) i.e., 0.56 W m-2. As was the case for the total CH4 ERF (Table 2),
the majority of this forcing is in the clear sky (CS) longwave (LW) component
(0.60 ± 0.02 W m-2), with the CS shortwave (SW) contribution to the ERF
(0.07 ± 0.02 W m-2) being more than offset by the cloud radiative effect (CRE)
(-0.14 ± 0.04 W m-2). The negative CRE in the direct CH4 ERF from UKESM1
is consistent with Smith et al. (2018). In that study, only those models that
included SW absorption by CH4 had a negative cloud adjustment; the SW ab-
sorption causes tropospheric heating and reductions in upper tropospheric cloud
amounts. However, in comparing with the direct CH4 ERF from the HadGEM2
model (Collins et al., 2011) from Andrews (2014) in Table 4, there is good quan-
titative agreement between the net CS (0.68 ± 0.03 cf. 0.61 W m-2) and the
net CRE (-0.14 ± 0.04 cf. -0.11 W m-2) components. However, there is poor
agreement with the individual CS SW (0.07 ± 0.02 cf. ‑0.13 W m-2) and LW
(0.60 ± 0.02 cf. 0.74 W m-2) components, which cannot be reconciled by the
different years representing the PI and PD in the two studies. Indeed, UKESM1
shows a positive CS forcing in the SW consistent with Etminan et al. (2016)
whereas HadGEM2 has a non-zero CS forcing despite no treatment of solar ab-
sorption by CH4. HadGEM2 also shows a larger CS LW forcing than UKESM1,
which could be related to the lack of treatment of CH4 in the SW (Collins
et al., 2006; Li et al., 2010; Etminan et al., 2016). However, the anomalous
negative CS SW component in the HadGEM2 simulations offsets its stronger
positive CS LW component, resulting in the two models having comparable net
CS components for the direct CH4 ERF.
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To investigate the differences between HadGEM2 and UKESM1 further, we
make use of the study by Smith et al. (2018) which found that the direct CH4
ERF is approximately equal to its instantaneous radiative forcing (IRF), due
to the rapid adjustments included in the ERF either being small or summing
to zero. As a result, the idealised stand-alone PI test case from the RFMIP
protocol (Pincus et al., 2016) can be used here to investigate the differences in
the direct CH4 ERF CS components between HadGEM2 and UKESM1.

As outlined in Sec. 2, the main test case used from RFMIP is that of a cloud-
free aerosol-free PI atmosphere - referred to here as PI. A parallel perturbation
test case (PI-CH4) with the PI-to-PD perturbation applied was set up, with
both test cases run using the corresponding spectral data files from HadGEM2
and UKESM1. Figure 2 shows profiles of the differences in the SW, LW and
net outgoing radiative fluxes between the two test cases (PI-CH4 minus PI).
It shows that with the HadGEM2 spectral data, the SW IRF at TOA under
aerosol-free cloud-free conditions is expected to be zero. It also shows that the
small positive CS SW ERF from the UKESM1 simulation is consistent with the
SW IRF at TOA calculated offline. Looking at the LW fluxes, the difference in
the CS LW ERF between HadGEM2 and UKESM1 is mostly explained by the
updated spectroscopic data used in UKESM1 relative to HadGEM2 (Walters et
al., 2019), although some discrepancy (~0.06 W m-2) still remains. A sensitivity
test with offline SOCRATES using 3D CH4 fields from UKESM1 rather than
constant CH4 concentrations throughout the depth of the atmosphere, at most,
accounts for only 0.01 W m-2.

Although the stand-alone tests support the findings from UKESM1 in both the
CS SW and LW components of the direct CH4 ERF, they do not explain the
non-zero (or negative) CS SW forcing in HadGEM2. Further investigations
into the HadGEM2 simulations show that the negative CS SW ERF was due to
changes in dust outflow from North Africa; the 3 CH4 perturbation experiments
showed significant variability in the CS SW ERF i.e., ‑0.04 to ‑0.28 W m-2, with
the ‑0.13 W m-2 reported in Andrews (2014) being the average of the 3 ensem-
ble members. It is still unclear what mechanism is driving the dust response in
HadGEM2 but dust production in that model was found to be highly sensitive
to various atmospheric and surface variables (Collins et al., 2011). Nevertheless,
the results indicate that the direct CH4 ERF is better represented in UKESM1
than in HadGEM2 and is more consistent with the Etminan et al. (2016) ex-
pression based on line-by-line radiative transfer calculations. UKESM1 is also
more consistent with the multi-model mean of the IRF due to a PD-to-PI CH4
perturbation from present day in Pincus et al. (2020). This improvement in
UKESM1 is three-fold: (i) the inclusion of SW absorption by CH4, (ii) the up-
date to the LW spectral data for CH4, and (iii) the absence of an anomalous
dust response in the UKESM1 CH4 perturbation experiments.

3.3 Methane-Driven Ozone and Water Vapor ERFs

As seen from Figure 1, the PI-to-PD perturbation increases tropospheric O3
and decreases stratospheric O3, changes which together contribute an indirect
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O3 ERF to the total CH4 ERF. Using the “Elimination Method” and “Single
Forcing Method”, we calculate an indirect O3 ERF attributable to the PI-to-PD
change in CH4 concentration of 0.13 ± 0.05 and 0.20 ± 0.04 W m-2, respectively,
showing good consistency between the two methods. This positive forcing is
predominantly in the CS (0.18 ± 0.04/0.24 ± 0.03 W m-2; Tables 2, 3) and in
the LW (0.19 ± 0.02/0.17 ± 0.02 W m-2; Tables 2, 3), reflecting the sensitivity
of forcing per unit mass to the vertical distribution of O3 changes (Lacis et al.,
1990) and the dominance of the tropospheric O3 change to the ERF (Skeie et al.,
2020). There is a very weak CRE (‑0.07 ± 0.05/‑0.04 ± 0.04 W m-2; Tables 2, 3)
but given the standard errors, its contribution to the indirect O3 ERF and the
total CH4 ERF can be considered negligible. This is consistent with Skeie et
al. (2020), who found that the cloud adjustment associated with O3 forcing is
small (~0.02 W m‑2), albeit opposite in sign to that found here.

It is also worth noting that water vapor (WV) production from CH4 oxidation
was switched on when isolating the indirect O3 ERF using the “Elimination
Method” (Table 1). This has the potential for the indirect O3 ERF to include
the radiative effect of O3 changes resulting from CH4-driven increases in strato-
spheric WV (e.g., Stenke and Grewe, 2005) in addition to the radiative effect
of more direct CH4-driven changes in tropospheric and stratospheric O3. On
the other hand, for the “Single Forcing Method”, the O3 ERF was quantified
with WV production from CH4 switched off. Hence, the smaller magnitude of
the inferred O3 ERF compared with that from the Single Forcing method could
be due to a difference in O3 in the model simulations from WV. However, the
magnitude of the difference in the O3 change was less than 2 %, with regional
differences of opposing sign; the resulting impact on the indirect O3 ERF can
be considered negligible given the magnitude of the errors.

The study by O’Connor et al. (2021) found that the stratospherically-adjusted
radiative forcing (SARF) from changes in tropospheric O3 due to the PI-to-
PD change in CH4 concentration is 0.14 W m-2. Taking a whole-atmosphere
perspective, we estimate a whole-atmosphere O3 SARF attributable to the PI-
to-PD change in CH4 concentration of 0.15 W m-2 by combining the O3 IRF
calculated offline using SOCRATES (0.11 W m-2) with the stratospheric temper-
ature adjustment (0.04 W m-2) calculated using a temperature radiative kernel
(Smith et al., 2018). This suggests that the contribution from the stratospheric
O3 SARF is at most 0.01 W m-2. It confirms that although the O3 reductions in
the upper stratosphere are substantial (0-20 %), the global mean stratospheric
changes contribute little to the indirect whole-atmosphere O3 SARF. This is
as a result of O3 forcing being dominated by changes in the upper troposphere
and lower stratosphere (UTLS) (Lacis et al., 1990; Skeie et al., 2020) and the
lack of atmospheric mass aloft. However, potential increases in CH4 beyond the
PD may play a more significant role in stratospheric O3 forcing in the future as
concentrations of ozone-depleting substances decrease (e.g., Iglesias-Suarez et
al., 2018). In particular, including troposphere-stratosphere chemistry schemes
into ESMs (e.g., Morgenstern et al., 2017) provides additional insight into cli-
mate change drivers and has greater relevance for policy makers (Shindell et al.,
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2013).

In addition to O3, water vapor (WV) is also an effective GHG close to the
tropopause (Lacis et al., 1990; Forster and Shine, 2002) and thus WV production
from CH4 oxidation has the potential to exert an indirect forcing. However,
previous studies (e.g., Hansen et al., 2005; Myhre et al., 2007) have found the
indirect stratospheric WV SARF to be small; AR5 concluded that it is in the
range of 0.02 to 0.12 W m-2 with a central estimate of 0.07 W m-2 (Myhre
et al., 2013). This is due to the change in WV close to the tropopause being
small (Hansen et al., 2005). In this study, the change in the UTLS region is
estimated to be less than 10 %. Larger changes in WV occur in the upper
stratosphere but being optically thin and convectively stable, the changes there
are less effective at influencing the radiative balance (Hansen et al., 2005). For
comparison purposes, we quantify the WV SARF in two ways. Firstly, scaling
the direct CH4 SARF of 0.54 W m-2 from Etminan et al. (2016) by 15 %, as
done in the Intergovernmental Panel on Climate Change (IPCC) 4th assessment
report (Forster et al., 2007), yields 0.08 W m-2. Secondly, using the model-
diagnosed changes in WV and temperature yield a TOA IRF of 0.05 W m-2 and
a stratospheric temperature adjustment of 0.04 W m-2 from offline SOCRATES
and a radiative kernel (Smith et al., 2018), respectively, we estimate a UKESM1-
derived SARF of 0.09 W m-2. Both estimates are consistent with the range
from previous studies (Hansen et al., 2005; Myhre et al., 2007; Myhre et al.,
2013). The indirect TOA ERFs quantified here by the “Elimination” and “Single
Forcing” methods (0.07 ± 0.05/0.02 ± 0.04 W m-2; Tables 2, 3) are consistent
with each other but in the case of the Single Forcing method, the estimate
appears to be marginally weaker than the SARF estimates. This indicates
that there may be rapid adjustments other than the stratospheric temperature
adjustment and that forcing estimates may be sensitive to the choice of metric
(e.g., Smith et al., 2018). Nevertheless, the stratospheric WV forcing here is
weakly positive and the choice of forcing metric does not have a major impact
on the understanding of the role of CH4-driven changes in WV in the PD forcing
of climate.

3.4 Methane-Driven Aerosol ERF and Cloud Radiative Effect

A significant finding of this study is that increases in CH4 concentration lead
to changes in aerosol properties resulting in a positive contribution to the to-
tal CH4 ERF. This aerosol‑mediated term is estimated to be 0.23 ± 0.06 or
0.30 ± 0.06 W m-2, depending on whether the “Elimination Method” or “Single
Forcing Method” is used (Tables 2 and 3). This forcing is almost entirely from
aerosol-cloud interactions (aci) and their influence on the SW radiative effects
of clouds. The aci component is estimated to be 0.28 ± 0.06/0.30 ± 0.04 W m-2

(Table 2, 3) and the aerosol-radiation interactions (ari) component is either
weakly negative or neutral at ‑0.05 ± 0.06/0.00 ± 0.04 W m‑2 (Table 2, 3). A
double call to the radiation scheme following Ghan et al. (2012) confirms that
the magnitude of the CH4‑driven aerosol IRF is less than 0.01 W m-2, consis-
tent with the near-zero ari term derived from the Elimination and Single-Forcing
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methods. This is also consistent with the global mean AOD change only being
of the order of 2 % (Figure 1). The explanation for the relatively substantial aci
component lies in more subtle changes to aerosol size distributions and number
concentrations. These appear to have been triggered by changes in oxidation
rates affecting secondary aerosol formation and the nucleation of new particles.
These following sub-sections explore these processes in further detail.

3.4.1 Aerosol-cloud microphysical changes

As shown in Figure 1, the PI-to-PD increase in CH4 leads to statistically sig-
nificant reductions in aerosol number concentrations, particularly across the
Aitken mode, but also in the accumulation mode. This is also clear from ex-
amining the aerosol size distribution (Figure 3), where particle concentrations
reduce most in relative terms across the size range from 20 – 200 nm in diameter
(10 – 100 nm radius), encompassing the Aitken mode and much of the accumu-
lation‑mode peak. Crucially, the number of particles greater than 50 nm in
diameter (N50) has reduced and this is likely to affect the availability of cloud
condensation nuclei (CCN). The reduction of particle number concentrations
appears to be driven by a reduction in the nucleation of new particles in the
upper troposphere (Figure 4a). This is a region of the atmosphere where nu-
cleation is typically most intense in the model so the reduction affects aerosol
numbers globally. Indeed, there is a drop in zonal mean N50 across all latitudes
and through the depth of the troposphere (Figure 4b). This follows through to
a reduction in cloud droplet number concentration (CDNC) across all latitudes
and heights in the multi-annual zonal means (Figure 4c) where liquid clouds are
present in the model. The changes in N50 vary regionally as do the impacts
on CDNC (Figure 5a, b). The strongest reductions in CDNC at 1 km occur
over the oceans, especially in tropical and sub‑tropical latitude zones where
stratocumulus typically reside. These are statistically significant across most
ocean regions and, as expected, lead to significant increases in cloud droplet
effective radius (Reff) at 1 km, averaging around 0.1 − 0.2 �m over much of
the oceans (Fig. 5c). The results strongly indicate that the so-called Twomey
effect (Twomey, 1977) is weakened in the piClim-CH4 simulation relative to
piClim-control, resulting in less reflective clouds and the positive indirect ERF
from aci of 0.28 ± 0.06/0.30 ± 0.04 W m-2 (Tables 2, 3). Although defined dif-
ferently, the estimated aci response here is consistent with the UKESM1 cloud
adjustment of 0.24 W m‑2 from the radiative kernel difference method used in
Thornhill et al. (2021b) − this is due to the corrections for cloud masking in
Thornhill et al. (2021b) cancelling out or being equal to zero in the approaches
(Elimination Method or Single Forcing Method) used here.

3.4.2 Aerosol-chemical feedback mechanisms

To understand why such changes in aerosol microphysics have occurred requires
a more detailed investigation of changes in oxidation rates and the life cycle of
aerosol‑chemical processes. Table 5 shows a full gas-phase and aerosol budget
for sulfur species and organic matter (OM) from the piClim-control and piClim-
CH4 simulations and Figure 6 shows a schematic of the main processes involved
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in the secondary formation of sulfate (SO4) aerosol in UKESM1 (Sellar et al.,
2019). Dimethyl sulphide (DMS) is oxidised in the gas phase to form sulfur diox-
ide (SO2). In the PI atmosphere, DMS is oxidised by the hydroxyl (OH) radical
(14.38 ± 0.09 Tg (S) yr-1), nitrate (2.03 ± 0.03 Tg (S) yr-1) and oxygen atoms
(0.18 ± 0.01 Tg (S) yr-1). Together with carbonyl sulphide (COS) photolysis and
oxidation, they account for 16.72 ± 0.10 Tg (S) yr-1 of the PI global SO2 source.
The remaining SO2 source is primary, amounting to 14.82 Tg (S) yr‑1. SO2 is
then oxidised by OH and O3 in the gas phase and by hydrogen peroxide (H2O2)
and O3 in the aqueous phase (Table 5), with the 3 principal pathways shown in
Figure 7. Oxidation by OH accounts for 40.7 % of PI SO2 oxidation to produce
sulfuric acid (H2SO4). New particle formation arises from the binary homoge-
neous nucleation of H2SO4 and water in the free troposphere (Vehkamäki et al.,
2002), leading to an increase in nucleation mode number concentration and SO4
aerosol mass (Figure 6) and accounting for 0.8 % of PI secondary SO4 aerosol
production. Gas‑phase H2SO4 also condenses onto pre-existing aerosol, increas-
ing SO4 mass without changing aerosol number concentration and contributes
46.7 % to the secondary SO4 aerosol production. SO2 is also oxidised via disso-
lution into cloud droplets followed by reaction with H2O2 or O3. Fluxes from
these aqueous‑phase reactions update the SO4 mass in both the accumulation
and coarse mode aerosol with no change in aerosol number concentration, and
account for 43.3 and 9.1 % of secondary SO4 production, respectively. The
resulting PI SO4 burden is 0.456 ± 0.005 Tg (S). Wet scavenging accounts for
up to 85 % of SO4 aerosol removal, leading to a lifetime of 9.17 ± 0.12 days.

Table 5 indicates that in the PI atmosphere, primary emissions of OM from
land and marine sources contribute 49.25 ± 0.01 Tg (OM) yr-1, with the latter
coupled to the ocean biogeochemistry scheme (Sellar et al., 2019; Mulcahy et
al., 2020). Secondary formation of OM is via oxidation of monoterpenes and
the gas-phase product condenses onto pre-existing aerosol (Kelly et al., 2018;
Mulcahy et al., 2020) i.e., increasing OM aerosol mass but with no change in
aerosol number concentration. In the PI atmosphere, secondary formation of
OM aerosol accounts for 43.7 % of the global OM source. Close to 80 % of OM
is removed by wet scavenging, with the remainder by dry deposition, leading to
a PI aerosol burden of 1.28 ± 0.02 Tg (OM) and a lifetime of 5.29 ± 0.05 days.
A full description of the GLOMAP‑mode aerosol scheme and its performance
in UKESM1 for the recent past can be found in Mulcahy et al. (2020).

In piClim-CH4, the PI-to-PD increase in CH4 concentration does not change the
total DMS source or DMS oxidation flux relative to the PI atmosphere (Table 5).
However, CH4-driven changes in oxidants change the relative contributions of
the different DMS oxidation pathways. For example, oxidation by OH reduces by
4 % while oxidation by NO3 increases by 22 %. These changes are most evident
in the DMS burden over the Southern Ocean, where reductions in oxidation by
OH change the regional distribution of secondary sources of SO2 (not shown).
On a global annual mean basis, the DMS burden and lifetime both increase
(Table 5).
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The PI-to-PD increase in CH4 also alters the relative contribution of the different
SO2 oxidation pathways (Figure 7). Oxidation of SO2 by OH reduces from
8.01 ± 0.07 Tg (S) yr-1 to 6.83 ± 0.06 Tg (S) yr‑1 - a decrease of 14.7 %.
Oxidation by H2O2 increases by 12.4 % and accounts for over 50 % of SO2
oxidation. There is little change in the aqueous-phase oxidation by O3 (+0.2 %)
or in the total amount of SO2 being oxidised, as was the case for DMS. The
change in oxidation by OH is consistent with the CH4 lifetime increasing by
21 % in piClim-CH4 relative to piClim-control (O’Connor et al., 2021). Given
that the gas-phase oxidation of SO2 by OH is the only pathway that gives rise
to new particle formation in UKESM1, a change in the relative contributions
of the different SO2 oxidation pathways alone may lead to a change in aerosol
size distribution and hence, cloud activation (Abdul-Razzak and Ghan, 2000).
A similar mechanism, albeit due to sensitivity of the aqueous-phase oxidation of
SO2 by O3 to changes in cloud water pH, was found to affect aerosol formation
rates, cloud activation, and aerosol forcing by Turnock et al. (2019) although
the pH is fixed in the configuration used here (Mulcahy et al., 2020).

Due to oxidant changes, the CH4 increase in piClim-CH4 leads to less new
particle formation; nucleation rates of H2SO4 decrease from 0.137 ± 0.003 to
0.126 ± 0.003 Tg (S) yr-1, amounting to a decrease of 8.0 %. This helps to
explain why the concentration of nucleation-mode particles has reduced (Figure
4a). Condensation of gas-phase H2SO4 also decreases, with the smallest and
largest reductions evident in condensation rates onto the nucleation and coarse
modes of 8.3 and 21.1 %, respectively. On the other hand, condensation rates
onto accumulation and coarse mode aerosol following aqueous‑phase oxidation
of SO2 via H2O2 increase from 7.20 ± 0.04 to 8.08 ± 0.06 Tg (S) yr-1. The net
effect of these changes is that there is less SO4 mass in the nucleation (-1.8 %)
and accumulation (-3.8 %) modes, with a very marginal increase in the Aitken
mode (less than 1 %) and a near-zero change in the coarse mode. Together,
these combine to give a SO4 burden in piClim-CH4 of 0.446 ± 0.005 Tg (S),
which is only 2 % lower than in the PI atmosphere.

In the case of OM, CH4 changes the relative contributions of the different
monoterpene oxidation pathways although the total secondary production of
OM is unchanged. Oxidation by OH decreases by 4.8 %, while oxidation by NO3
and O3 increase by 2.1 and 2.4 %, respectively. As a result, the monoterpene
burden reduces by 6 % in the global annual mean. Secondary OM production,
via condensation onto pre-existing aerosol of the condensable vapour product
from monoterpene oxidation, remains unchanged (Table 5). However, conden-
sation onto the nucleation and Aitken soluble modes decreases by 4.6 and 1.5 %,
respectively, while that onto the Aitken insoluble, accumulation and coarse
modes increases marginally. This is suggestive that changes in gas-to-particle
partitioning of OM onto pre-existing aerosol also have the potential to mod-
ulate the aerosol size distribution further. Although the total OM burden is
unchanged, there is less OM mass in all modes, except for the Aitken insoluble
mode. Less mass in the smaller modes also reduces the condensational growth
of particles to sizes that can contribute to CCN, thereby directly leading to a
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shift in the aerosol size distribution (Figure 3) towards one with fewer particles
large enough to act as CCN (Figure 4) and a weakening of the Twomey effect
(Section 3.4.1).

3.5 Thermodynamic feedbacks on cloud

The analyses presented in Table 2 and 3 show that the cloud radiative effect
(CRE) played a significant role in the CH4 ERF. In total, the CRE accounts
for 0.12 W m-2 of the total CH4 ERF (with all interactions included) but the
individual SW and LW components are much larger (0.50 W m-2 for SW and
-0.38 W m-2 for LW). Whilst the aci were a strong contributor to the SW CRE
(amounting to 0.28 – 0.30 W m-2) and wholly responsible for the cloud adjust-
ment as defined in Thornhill et al. (2021b), some 0.23 W m-2 of the SW CRE
occurs with aci disabled. The negative LW CRE component is driven almost
exclusively by the non-aerosol interactions; the perturbations in CH4, WV and
O3 together build towards the negative LW CRE of -0.35 W m‑2 in the absence
of the aci. It is therefore clear that much of the change in the CRE are related
to thermodynamic feedbacks, such as changes in temperature and atmospheric
circulation, rather than microphysical interactions.

To investigate such thermodynamic feedbacks, we analyse the pair of simula-
tions with PI or PD CH4 where interactive aci were eliminated (as listed in
the second row of Table 2). There are increases in temperature in the tropo-
sphere (Figure 8a), especially in the upper troposphere and the warming peaks
at around 0.5 K across the tropical tropopause. Some cooling occurs at higher
levels in the stratosphere. Along with the warming patterns are statistically
significant reductions in cloud fractions (Figure 8b). For instance, in the deep
tropics, cloud cover has reduced at mid and upper levels of the troposphere,
which is indicative of suppressed convection associated with the warming and
stabilization of the troposphere. There are also statistically significant reduc-
tions in cloud cover in the mid-latitudes around 45 ºS and 40 ºN that extend
through the range of the troposphere. At high latitudes, there appears to be
strong changes in cloud of both positive and negative sign, but these are not sta-
tistically significant. Overall, the global-mean cloud fraction reduces by 0.25 %
and there were decreases of 1.0 and 0.9 % in global-mean liquid water path
and ice water path, respectively. The decreased cloud explains the negative LW
CRE (increased outgoing LW), and positive SW CRE (less reflection). In addi-
tion, global-mean precipitation decreases by 0.013 mm/day (0.4 %), indicating
that there was a slight slowing down of the hydrological cycle. This is consis-
tent with the suppression of convection, which is expected for forcing agents
that increase absorption of radiation in the troposphere. The CH4 contributes
SW and LW absorption (Figure 2) and increased tropospheric O3 contributes
to the absorption of SW in the troposphere. These decreases in precipitation,
cloud and CRE can be regarded as so-called “rapid responses” (e.g. Smith et al.,
2018), since the sea surface temperatures in these simulations were fixed. Slow
feedbacks from longer-term climate warming could be different or even have the
opposite tendency to the fast feedbacks.
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3.6 Emission-Based Estimates of Forcing

The direct and indirect CH4 ERFs quantified here are based on the observed
change in global mean concentration between 1850 and 2014 (Meinhausen et
al., 2017) and are referred to as concentration-based or abundance-based ERFs.
The abundance-based approach used here is similar to that taken for previous
estimates of the direct and total CH4 forcing (Andrews, 2014; Etminan et al.,
2016; Smith et al., 2018; O’Connor et al., 2021; Thornhill et al., 2021b). How-
ever, the chemical coupling between CH4 and its own sink, via OH, means that
an increase in CH4 emissions decreases OH, increases the CH4 lifetime, and
increases the resulting atmospheric concentration (Prather et al., 2001). The
CH4 lifetime and atmospheric abundance also depend on emissions of other
tropospheric O3 precursors, with the PI-to-PD increase in volatile organic com-
pound (VOC) and carbon monoxide (CO) emissions contributing to an increase
in CH4 lifetime whereas the increase in nitrogen oxides (NOx) emissions causes
a decrease (Stevenson et al., 2020). Together, it means that the observed CH4
concentration change is lower than would arise from the PI-to-PD change in CH4
emissions alone. As a result, an emissions-based forcing estimate, based solely
on the PI-to-PD increase in CH4 emissions, could be larger than an abundance-
based estimate by as much as 25 % (Shindell et al., 2005).

Outside of CMIP6, ESMs including UKESM1 are starting to include more inter-
active CH4 cycles, with CH4 emissions-driven rather than concentration-driven
(Ocko et al., 2018; Kleinen et al., 2020; Folberth et al., 2021). Forcing esti-
mates from an emissions-based perspective, in the case of CH4, provide a more
direct attribution of the forcing to changing emissions and have greater rele-
vance for policy makers (Shindell et al., 2013). Therefore, understanding and
quantifying the potential differences in forcing between the current generation
of CMIP6 models with CH4 concentration-driven and those models driven by
CH4 emissions is important. Here, we attempt to convert the UKESM1 direct
and indirect abundance-based CH4 ERFs to emissions-based estimates.

To do this for the direct CH4 radiative forcing and ERF, we make use of
additional experiments from the AerChemMIP protocol (Collins et al., 2017):
piClim-NOx and piClim-VOC, in which PI-to-PD perturbations to the anthro-
pogenic emissions of (i) NOx and (ii) VOCs and CO were applied, respectively.
The model-diagnosed change in total CH4 lifetime in relation to piClim-control
is used to calculate the equilibrium CH4 concentrations from the piClim-CH4,
piClim-NOx and piClim-VOC experiments following O’Connor et al. (2021).
From the difference between the prescribed and equilibrium CH4 concentra-
tions and the UKESM1 direct CH4 ERF, a PD emissions-based direct radiative
forcing by CH4 is estimated to be 0.67 W m-2. This comprises the direct CH4
concentration-based radiative forcing of 0.56 W m-2 and additional individual
contributions from CH4, NOx, and VOCs/CO (via their influence on CH4 life-
time) of 0.22, ‑0.19, and 0.08 W m-2, respectively (Table 6). The estimate of
0.67 W m-2 is almost 20 % larger than the concentration-based estimate of
0.56 W m-2 from Etminan et al. (2016), and is consistent with the findings of
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Shindell et al. (2005). Using the direct CH4 ERF from UKESM1 of 0.54 W m‑2

(Table 2) and applying the same scaling, the direct emissions-based CH4 ERF
from UKESM1 is 0.65 ± 0.05 W m-2.

In relation to the indirect O3 forcing from CH4, the study by O’Connor et al.
(2021) found that the tropospheric O3 stratospherically-adjusted radiative forc-
ing (SARF) for the year 2014 due to changes in CH4 since the PI period from
concentration-based and emissions-based perspectives is 0.14 and 0.21 W m-2,
respectively. The emissions-based estimate is comparable to that from Shin-
dell et al. (2005) for the year 1998 (0.20 W m-2) relative to 1750 despite the
CH4 concentration change in that study being larger than that applied here
(1209 cf. 1023 ppb). However, they noted from their simulations that the O3
response to a positive CH4 perturbation at the PI is larger than a negative per-
turbation applied at the PD by 20 %. Therefore, scaling our emissions-based
estimate by the ratio of the concentration changes between the two studies
gives a revised UKESM1 estimate of 0.25 W m-2 for the 1750-1998 period,
which is indeed approximately 20 % larger than the estimate from their PD
simulations. Taking the UKESM1 indirect abundance-based ERFs from O3 of
0.13 ± 0.05 and 0.20 ± 0.04 W m-2 from the Elimination (Table 2) and Single-
Forcing (Table 3) methods, respectively, emission-based ERFs are likely to be
0.19 ± 0.07 and 0.30 ± 0.06 W m-2, respectively. These ERF values are rea-
sonably consistent with the SARF of 0.21 W m-2 from O’Connor et al. (2021)
and reflect that rapid adjustments in the O3 ERF are small in magnitude and
nearly sum to zero (Skeie et al., 2020).

In the case of stratospheric WV, adopting the approach of scaling the direct
emissions-based CH4 ERF of 0.65 W m-2 by 15 % yields an indirect emissions-
based ERF from WV of 0.10 ± 0.01 W m‑2. However, this seems rather
high relative to the abundance-based ERF from the Single-Forcing Method of
0.02 ± 0.04 W m-2 (Section 3.3). Therefore, as an alternative, we apply the
ratio of the direct emissions-based to the abundance-based CH4 ERFs to the in-
direct abundance-based WV ERF, leading to an estimate of 0.02 ± 0.05 W m-2.
Finally, although aci are non-linear, a similar approach leads to a potential
emissions-based indirect ERF from aci of 0.35 ± 0.07 and 0.36 ± 0.05 W m-2

from the Elimination and the Single-Forcing methods, respectively. Taking the
emission-based ERFs from the Single-Forcing method alone, we calculate a to-
tal PD (Year 2014) emissions-based CH4 ERF of 1.33 ± 0.11 W m-2 relative to
the PI (Year 1850) period. This is higher than the total abundance-based ERF
by 37 % and highlights the importance of historical changes in CH4 emissions
in the PD forcing of climate. It also emphasises the potential role of CH4 in
mitigating the near-term rate of climate change (Allen et al., 2018; Abernethy
et al., 2021).

4 Conclusions

The PI-to-PD change in methane (CH4) concentration from 808 to 1831 ppb
leads to a global mean ERF of 0.97 ± 0.04 W m-2 (O’Connor et al., 2021),
with the majority of the forcing in the clear-sky (CS) longwave (LW) com-
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ponent. Of this forcing, the direct concentration-based CH4 contribution is
0.54 ± 0.04 W m-2 and is consistent with line by line radiative transfer calcu-
lations (Etiminan et al., 2016) and is better represented in UKESM1 than in
its predecessor model, HadGEM2. An indirect O3 ERF of 0.13 ± 0.05 W m‑2

from the Elimination Method and 0.20 ± 0.04 W m-2 from the Single-Forcing
Method is attributable to the CH4 concentration increase, which is largely due
to the tropospheric O3 increase despite significant O3 decreases in the strato-
sphere. The production of water vapor due to changes in CH4 leads to a weakly
positive ERF of 0.07 ± 0.05/0.02 ± 0.04 W m-2 – these values are consistent
with previous estimates based on the stratospherically-adjusted radiative forc-
ing metric (Hansen et al., 2005; Myhre et al., 2013), suggesting that the choice
of forcing metric does not have a major impact on our understanding of the role
of CH4-driven changes in WV in climate forcing.

The PI-to-PD CH4 increase in concentration also gives rise to a positive aerosol
ERF of 0.28‑0.30 W m-2 through aerosol-cloud interactions. CH4-driven changes
in oxidants, particularly OH, alter the relative contributions of the different
sulfur dioxide (SO2) oxidation pathways, leading to a reduction in new particle
formation, a decrease in the number concentration of cloud condensation nuclei
and cloud droplets, with a corresponding increase in cloud droplet effective
radius. However, the forcing from aerosol-radiation interactions is negligible,
consistent with the global mean aerosol optical depth changing by less than 2 %.
This study also confirms that the strong positive cloud adjustment in UKESM1,
as defined and quantified in Thornhill et al. (2021b), is aerosol-mediated.

Previous studies have found an aerosol forcing attributable to CH4 and/or ox-
idant changes. Shindell et al. (2009), for example, found a large reduction in
the sulfate burden on a global scale (-11 %), resulting in an increase of ~10 %
(~20-40 %) in the PD 100-year global warming potential of CH4 when chemistry-
aerosol interactions and ari (ari and aci) were considered. Kurtén et al. (2011)
reported a global mean decrease in CDNC of 18 %, reduced cloudiness, and a
strong positive aerosol forcing (2.32 W m−2) in a scenario in which they applied
a 10-fold increase in CH4, the bulk of which was due to aerosol indirect effects
(2.06 W m-2). More recently, Karset et al. (2018) found that the magnitude of
the PD aerosol forcing reduced by 19 % (‑1.32 to ‑1.07 W m−2) when the PI
control simulation included PI oxidants rather than PD oxidants. The different
oxidants cause greater condensate production relative to the amount of aerosol
formed via nucleation, resulting in a shift in the aerosol size distribution towards
larger particles, leading to cloud brightening in the PI atmosphere. The findings
here are qualitatively consistent with these previous studies. However, there is
disagreement on the extent to which the aerosol forcing is due to ari and/or aci,
which warrants further investigation.

The inclusion of chemistry-aerosol interactions with aerosol-cloud interactions
leads to a positive CRE in the PD CH4 ERF from UKESM1. Although other
models have a positive cloud adjustment associated with CH4 in the AerChem-
MIP models (Thornhill et al., 2021b), it was not clear why the cloud adjust-
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ments varied in both sign and magnitude. This study, however, provides a
process-based understanding of what is driving the positive CRE in UKESM1
and confirms that it is a combination of microphysical aerosol-cloud interac-
tions and thermodynamics adjustments. The microphysical impacts occur due
to CH4-driven changes in oxidants in UKESM1 that alter cloud activation and
reflectivity, leading to a contribution to the CRE of 0.28-0.30 W m-2. Although
defined differently, this is consistent with the positive UKESM1 cloud adjust-
ment from Thornhill et al. (2021b). The thermodynamic effects are related to
the radiative heating and stabilization of the upper troposphere, which on the
whole reduced cloud cover and convection. This led to a negative CRE of ‑0.12
W m-2 due to a dominant negative LW CRE of ‑0.35 W m-2 and a positive SW
CRE of 0.23 W m-2. Overall, this means a CH4-driven net CRE of 0.12 W m-2.
The cloud effects and other non-cloud forcing components added in a reasonably
linear manner in our series of experiments, confirming that the assumption of
linearity in radiative kernel analysis is valid.

If the contribution of aci to the CRE was robust across models, the results would
have wider implications for the role of CH4 in historical and future climate
and/or future climate mitigation. For example, future climate forcing and the
Earth System response to continuing increases in anthropogenic emissions of
CH4 (e.g., Saunois et al., 2020; Jackson et al., 2020) and/or from feedbacks on
natural CH4 emissions (e.g., O’Connor et al., 2010; Dean et al., 2018; Gedney
et al., 2019) would be greater than realised to date. CH4 mitigation and CH4
removal may be even more effective in reducing the total anthropogenic forcing
on the Earth’s radiative balance and the near-term climate response (e.g., Allen
et al., 2021; Abernethy et al., 2021). However, the multi-model assessment of
Thornhill et al. (2021b) suggests that the cloud adjustment in UKESM1 is
anomalously large with respect to the other AerChemMIP models. A number
of factors could be driving this: (1) an anomalous CH4-driven oxidant response
in UKESM1, (2) the lack of alternative nucleation mechanisms in UKESM1,
such as boundary layer nucleation, and/or (3) the cloud response to aerosols in
UKESM1 being too strong.

In relation to the oxidant response, the CH4-OH feedback factor (Fiore et al.,
2009) from UKESM1 appears to be consistent with other models (Thornhill
et al., 2021b), suggesting that the OH response, at least, is reasonable. In re-
lation to nucleation, Gordan et al. (2016) demonstrated how the inclusion of
organic‑mediated boundary layer nucleation could weaken the aerosol forcing
by nearly 30 % by increasing the CDNC in the PI atmosphere to a greater ex-
tent than in the PD period. While boundary layer nucleation is not included
in the UKESM1 simulations here, it has been found to improve model biases
in PD aerosol number concentrations (Ranjithkumar et al. 2021). For the
cloud response to aerosols, Malavelle et al. (2017) showed that aci seem to be
more realistic in the HadGEM3 model (i.e., in the physical model underpinning
UKESM1) than in other models by evaluating the response to a large volcanic
perturbation using observations of cloud properties. However, McCoy et al.
(2020) show that the PD-PI change in CDNC is inconsistent with observational
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proxies as well as being outside of the range of AeroCom models. This could be
due to CDNC being too high in the northern hemisphere in response to anthro-
pogenic aerosol emissions or insufficient representation of background natural
aerosol, including a lack of representation of boundary layer nucleation.

Nevertheless, these results indicate the importance of including interactive chem-
istry (and chemistry-aerosol-cloud interactions) in ESMs when quantifying PD
climate forcing. Such interactions are relevant to forcings from gas-phase con-
stituents (O’Connor et al., 2021) as well as from the aerosol phase (Karset et
al., 2018). The study also suggests that rapid adjustments included in the
ERF framework should include chemical as well as physical adjustments to fully
account for ES interactions. This is consistent with a recent assessment by
Ramaswamy et al. (2019) who concluded that the radiative forcing concept is
simple but needs to increasingly account for complex ES processes.
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Appendix A:

Data Availability

Table 1 lists the model simulation identifiers for all model experiments
presented in this study. Data from the piClim-control and piClim-CH4
simulations have been published on the Earth System Grid Federa-
tion and the model source ID is UKESM1-0-LL, with data citations of
doi:10.22033/ESGF/CMIP6.6276 and doi:10.22033/ESGF/CMIP6.6229, re-
spectively. Plotting scripts and data can be found at zenodo with digital object
identifier (doi) 10.5281/zenodo.5789528. All simulation data used in this study
are also archived at the Met Office and are available for research purposes
through the JASMIN platform (www.jasmin.ac.uk). For details, please contact
UM_collaboration@metoffice.gov.uk referencing this paper.
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Pair ExperimentSimulation
Iden-
tifier

CH4 Other
GHGs

Aerosol
pre-
cur-
sors

Trop.
O3
precursors

Forcing
agents
or in-
terac-
tions
active

Elimination
Method
#1*

piClim-
control*

u-
by903

CH4,
WV
O3
ari, aci

piClim-
CH4*

u-
bz253

Elimination
Method
#2

Control u-
by906

CH4,
WV
O3
ari

CH4perturbationu-
bz254

Elimination
Method
#3

Control u-
bz144

CH4,
WV
O3

CH4perturbationu-
bz256

Elimination
Method
#4

Control u-
bz257

CH4
WV

CH4perturbationu-
bz258
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Elimination
Method
#5 or
Single
Forc-
ing
Method
#1

Control u-
bz304

CH4

CH4perturbationu-
bz305

Single
Forc-
ing
Method
#2

Control u-
bz391

WV

CH4perturbationu-
bz392

Single
Forc-
ing
Method
#3

Control u-
bz371

O3

CH4perturbationu-
bz372

Single
Forc-
ing
Method
#4

Control u-
bz386

ari

CH4perturbationu-
bz387

Single
Forc-
ing
Method
#5

Control u-
bz389

aci

CH4perturbationu-
bz390

Table 1. List of all the atmosphere-only simulations carried out with UKESM1
to diagnose the apportionment of the pre-industrial (PI; Year 1850) to present-
day (PD; Year 2014) effective radiative forcing (ERF) from methane (CH4)
using the “Elimination Method” and the “Single Forcing Method”. *Only those
simulations labelled Elimination Method Pair #1 are official AerChemMIP ex-
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periments. The table also includes the unique Simulation Identifier for each
experiment.

Forcing
agents
and/or
inter-
ac-
tions
active

Present
day
(PD;
Year 2014)
effec-
tive
radia-
tive
forc-
ings
(ERFs)
rela-
tive
to the
pre-
industrial
(PI;
Year 1850)
pe-
riod
(W m-2)
NET
ERF

LWcs’ SWcs’ LW
�CRE’

SW
�CRE’

NETcs’ NET
�CRE’

CH4,
WV,
O3, ari,
aci

± 0.04 ± 0.02 ± 0.02 ± 0.02 ± 0.02 ± 0.03 ± 0.02

CH4,
WV,
O3, ari

± 0.04 ± 0.03 ± 0.02 ± 0.02 ± 0.03 ± 0.03 ± 0.03

CH4,
WV,
O3

± 0.04 ± 0.03 ± 0.02 ± 0.02 ± 0.04 ± 0.03 ± 0.04

CH4,
WV

± 0.03 ± 0.02 ± 0.01 ± 0.02 ± 0.03 ± 0.03 ± 0.03

CH4
only

± 0.04 ± 0.02 ± 0.02 ± 0.02 ± 0.04 ± 0.03 ± 0.04

Table 2. Effective radiative forcing (ERF) and its clear-sky (CS) and cloud
radiative effect (CRE) components in the longwave (LW) and shortwave (SW)
based on Eqn. (6) and including an estimate of the standard error, calculated
at the present day (PD; Year 2014) relative to the pre-industrial period (PI;

35



Year 1850) from a PI-to-PD methane (CH4) perturbation in concentration using
the “Elimination Method” pairs in Table 1. ERFs for individual forcing agents
and/or interactions are inferred by differencing the ERF between two successive
“Elimination Method” pairs.

Forcing
agent
and/or
inter-
ac-
tions
active

Present
day
(PD;
Year 2014)
effec-
tive
radia-
tive
forc-
ings
(ERFs)
rela-
tive
to the
pre-
industrial
(PI;
Year 1850)
pe-
riod
(Wm-2)
NET
ERF

LWcs’ SWcs’ LW
�CRE’

SW
�CRE’

NETcs’ NET
�CRE’

CH4
only

± 0.04 ± 0.02 ± 0.02 ± 0.02 ± 0.04 ± 0.03 ± 0.04

WV
only

± 0.04 ± 0.03 ± 0.02 ± 0.02 ± 0.04 ± 0.02 ± 0.03

O3
only

± 0.04 ± 0.02 ± 0.02 ± 0.01 ± 0.04 ± 0.03 ± 0.04

ari
only

± 0.04 ± 0.02 ± 0.02 ± 0.02 ± 0.03 ± 0.02 ± 0.03

aci
only

± 0.04 ± 0.03 ± 0.02 ± 0.02 ± 0.03 ± 0.02 ± 0.03

Table 3. Effective radiative forcing (ERF) and its clear-sky (CS) and cloud
radiative effect (CRE) components in the longwave (LW) and shortwave (SW)
based on Eqn. (6) and including an estimate of the standard error, for individual
forcing agents and/or interactions (methane (CH4), ozone (O3), stratospheric
water vapor (WV), aerosol-radiation interactions (ari), and aerosol-cloud inter-
actions (aci)) calculated at the present day (PD; Year 2014) relative to the
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pre-industrial period (PI; Year 1850) from a PI-to-PD methane (CH4) pertur-
bation in concentration using the ”Single Forcing Method”.

Model PI
year

PD
year

Present
Day
(PD)
Di-
rect
CH4
ef-
fec-
tive
ra-
dia-
tive
forc-
ings
(ERFs)
rela-
tive
to
the
pre-
industrial
(PI)
pe-
riod
(W
m-2)
NET
ERF

LWcs’ SWcs’ LW
�CRE’

SW
�CRE’

NETcs’NET
�CRE’

HadGEM2
UKESM1 ±

0.04
±
0.02

±
0.02

±
0.02

±
0.04

±
0.03

±
0.04

Table 4. Comparison of the different components of the direct CH4 ERF at
the present day (PD) relative to the pre-industrial (PI) period from HadGEM2
(Andrews, 2014) and UKESM1 (this study). Different years represent the PD
and the PI period in the two studies.
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Species SimulationProduction
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Loss
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Burden
(Tg
(S) or
Tg
(OM))

Lifetime
(days)

Primary SecondaryDry
Depo-
sition

Wet
Depo-
sition

Oxidation

DMS piClim-
control

±
0.09

N/A N/A N/A OH:
14.38
± 0.09
NO3:
2.03 ±
0.03
O3P:
0.18 ±
0.01
Sum:
16.59
± 0.10

±
0.001

±
0.03

piClim-
CH4

±
0.12

N/A N/A N/A OH:
13.79
± 0.09
NO3
2.48 ±
0.03
O3P:
0.24 ±
0.01
Sum:
16.51
± 0.11

±
0.002

±
0.03
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Species SimulationProduction
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Loss
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Burden
(Tg
(S) or
Tg
(OM))

Lifetime
(days)

SO2 piClim-
control

±
0.00

DMS
+ OH:
14.38
± 0.09
DMS
+
NO3:
2.03 ±
0.03
DMS
+
O3P:
0.18 ±
0.01
COS
Pho-
toly-
sis:
0.02 ±
0.001
COS
+
O3P:
0.01 ±
0.001
COS
+ OH:
0.11 ±
0.001
Sum:
16.72
± 0.10

±
0.04

±
0.06

OH
(g):
8.01 ±
0.07
O3
(g): <
0.001
H2O2
(aq):
9.63 ±
0.05
O3
(aq):
2.03 ±
0.04
Sum:
19.68
± 0.08

±
0.002

±
0.02
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Species SimulationProduction
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Loss
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Burden
(Tg
(S) or
Tg
(OM))

Lifetime
(days)

piClim-
CH4

±
0.00

DMS
+ OH:
:
13.79
± 0.09
DMS
+
NO3:
2.48 ±
0.03
DMS
+
O3P:
0.24 ±
0.01
COS
Pho-
toly-
sis:
0.02 ±
0.001
COS
+
O3P:
0.01 ±
0.001
COS
+ OH:
0.09 ±
0.001
Sum:
16.63
± 0.11

±
0.05

±
0.07

OH
(g):
6.83 ±
0.06
O3
(g): <
0.001
H2O2
(aq):
10.82
± 0.07
O3
(aq):
2.02 ±
0.04
Sum:
19.67
± 0.09

±
0.002

±
0.02
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Species SimulationProduction
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Loss
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Burden
(Tg
(S) or
Tg
(OM))

Lifetime
(days)

SO4 piClim-
control

±
0.00

Nucleation
via
OH:
0.137
±
0.003
Condensation
via
OH:
7.78 ±
0.07
In-
cloud
via
H2O2:
7.20 ±
0.04
In-
cloud
via
O3:
1.52 ±
0.03
Sum:
16.64
± 0.09

±
0.03

±
0.05

N/A ±
0.005

±
0.12

41



Species SimulationProduction
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Loss
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Burden
(Tg
(S) or
Tg
(OM))

Lifetime
(days)

piClim-
CH4

±
0.00

Nucleation
via
OH:
0.126
±
0.003
Condensation
via
OH:
6.61 ±
0.06
In-
cloud
via
H2O2:
8.08 ±
0.06
In-
cloud
via
O3:
1.52 ±
0.03
Sum:
16.34
± 0.09

±
0.03

±
0.06

N/A ±
0.005

±
0.12
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Species SimulationProduction
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Loss
(Tg
(S)
yr-1
or Tg
(OM)
yr-1)

Burden
(Tg
(S) or
Tg
(OM))

Lifetime
(days)

OM piClim-
control

±
0.01

Condensation
via
OH:
10.98
± 0.17
Condensation
via
NO3:
2.92 ±
0.03
Condensation
via
O3:
24.34
± 0.21
Sum:
38.24
± 0.37

±
0.14

±
0.32

N/A ±
0.02

±
0.05

piClim-
CH4

±
0.01

Condensation
via
OH:
10.45
± 0.16
Condensation
via
NO3:
2.98 ±
0.03
Condensation
via
O3:
24.92
± 0.17
Sum:
38.35
± 0.30

±
0.12

±
0.24

N/A ±
0.02

±
0.05
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Table 5: Aerosol and gas-phase budget terms for dimethyl sulphide (DMS), sul-
fur dioxide (SO2), sulfate (SO4) aerosol, and organic matter (OM) in UKESM1,
based on the latter 30 years of the piClim-control and piClim-CH4 simulations.
Units of production and loss are in Tg (S) yr-1 for the sulfur species and in units
of Tg (OM) yr-1 for OM, where the ratio of carbon to OM is 1.0:1.4. Units of
burden are in Tg (S) or Tg (OM) and the lifetime is in days. Of the aqueous-
phase SO2 oxidation fluxes, 25 % of the SO2 is assumed to re-evaporate from
the aqueous phase into the atmosphere and does not form SO4 aerosol.

Experiment Prescribed
CH4
concn. /
ppb

Total CH4
lifetime /
years

Equilibrium
CH4 concn.
/ ppb

�CH4
/ ppb

Direct
�CH4 RF
/ W m-2

piClim-
control

N/A N/A N/A

piClim-
NOx
piClim-
VOC
piClim-
CH4

Table 6. Table indicating prescribed global mean CH4 concentrations, total
CH4 lifetime, equilibrium CH4 concentrations and the additional RF contribu-
tions from the piClim-NOx, piClim-VOC, and piClim-CH4 simulations to the
emissions-based estimate of the direct CH4 RF at the PD (Year 2014) relative
to PI (Year 1850).
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Figure 1. Multi-annual zonal mean distributions of a) O3, c) WV, e) Aitken
mode aerosol number concentration, g) Accumulation mode aerosol number
concentration, and multi-annual global distribution of i) aerosol optical depth
(AOD) in the pre-industrial (PI; Year 1850) period. The relative changes in
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O3, WV and AOD due to the increase in CH4 concentration between the PI
and the present day (PD; Year 2014) are shown in b), d), and j), respectively,
while the absolute changes in Aitken and Accumulation mode aerosol number
concentrations are shown in f) and h), respectively. Stippled areas show where
the differences are not statistically significant at the 95 % confidence interval.

Figure 2. Comparison between two test cases (PI and PI-CH4) using the stand-
alone SOCRATES radiation scheme with spectral data from HadGEM2 and
UKESM1. Differences in the net outgoing radiative fluxes are shown for the
shortwave (SW) in a), longwave (LW) in b), and SW&LW combined in c), using
the sign convention that incoming radiative fluxes are positive and outgoing
fluxes are negative.

Figure 3: Global annual mean aerosol size distribution at 1 km in altitude in the
PI atmosphere (blue; left axis) and the relative difference in the size distribution
due to the PI-to-PD perturbation in CH4 (red; right axis), based on the latter
30 years of the 45-year long simulations. A vertical line marks those particles
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that are large enough to contribute to N50 in the PI atmosphere.

Figure 4. Multi-annual zonal mean changes in aerosol number concentrations,
driven by the PI‑to‑PD change in CH4 concentration in the piClim-CH4 simu-
lation. Results include changes to (a) nucleation‑mode particles, (b) number of
particles greater than 50 nm in diameter, and (c) number of particles activated
into cloud condensation nuclei. Stippled areas show where the differences are
not statistically significant at the 95 % confidence interval.

Figure 5. Global distributions of multi-annual mean a) N50, b) cloud droplet
number concentration (CDNC) and c) cloud droplet effective radius (Reff) at
1km height and differences as a result of the PI‑to‑PD perturbation in CH4 in
d), e), and f). Units are in cm-3 for N50 and CDNC and in �m for Reff.
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Figure 6: Schematic showing the mechanism for aerosol forcing attributable to
methane at the present-day (PD; Year 2014) relative to the pre-industrial (PI;
Year 1850). The relative contributions of the different oxidation pathways of
sulfur dioxide (SO2) lead to a change in the aerosol size distribution. Sulfur
species include dimethyl sulfide (DMS) and sulfuric acid (H2SO4). Oxidants
include hydroxyl (OH), nitrate (NO3), atomic oxygen (O3P), hydrogen peroxide
(H2O2) and ozone (O3). The numbers in parentheses indicate the percentage
of the total SO2 oxidation that is oxidised through a particular pathway and
the percentage below is the relative change in SO2 oxidation as a result of the
increase in methane (CH4) concentration from PI to PD levels.
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Figure 7: Multi-annual zonal mean distributions of sulfur dioxide (SO2) ox-
idation fluxes via a) hydroxyl (OH), b) hydrogen peroxide (H2O2), and c)
ozone (O3) in piClim-control. The difference in the oxidation rates as a re-
sult of the PI-to-PD methane increase is shown in d), e), and f). Units are in
10-2 moles (S) per second.
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Figure 8. Multi-annual mean zonal mean changes in (a) temperature, (b) cloud
fraction from the large-scale stratiform cloud scheme based on the difference
between piClim-CH4 and piClim‑control, where aerosol‑cloud interactions were
suppressed.
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