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Abstract

Recent advances in modeling Rayleigh-Benard convection have demonstrated the existence of turbulent superstructures, whose

life and morphology largely varies with Rayleigh (Ra) and Prandtl (Pr) numbers. These structures appear as a two scale

phenomena, where small scale rolls organize in larger convection cells, and can be modelled only in 3D on a simulation box

characterized by a very large (>10) width/height (W/L) ratio, and sufficiently refined to resolve the boundary layer up to

Ra = 108 (>100 divisions in height) and to Ra = 1010 (>200 divisions). To achieve this goal, we use our own 3D Parallel

Python implementation of the Lattice Boltzmann Method, tested to run with linear efficiency on thousands of cores. We show

the dependency of horizontal fluctuations of RMS of temperature and vertical velocity in the middle of the box and illustrate

how the superstructures emerge for W/L ratios of Terrestrial Planets and Super Earths, and quantify the duration of these

superstructures and the likely implications for the evolution of their surface features. The effect of the P/T dependent viscosity

and thermal conductivity is finally discussed.
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The Lattice Boltzmann Method
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Parallel Implementation
Recent advances in modeling Rayleigh-Benard convection have demonstrated
the existence of turbulent superstructures, whose life and morphology largely
varies with Rayleigh (Ra) and Prandtl (Pr) numbers. These structures appear
as a two scale phenomena, where small scale rolls organize in larger
convection cells, and can be modelled only in 3D on a simulation box
characterized by a very large (>10) width/height (W/L) ratio, and sufficiently
refined to resolve the boundary layer up to Ra = 108 (>100 divisions in height)
and to Ra = 1010 (>200 divisions). To achieve this goal, we use our own 3D
Parallel Python implementation of the Lattice Boltzmann Method, tested to run
with linear efficiency on thousands of cores.

(1) University of Louisiana at Lafayette      (2) King Fahd University of Petroleum and Minerals (3) Columbia University        (4) Ocean University of China

Modern languages such as Python allow writing compact, easy to understand codes that can model exceptionally sophisticated physics.
Here above, are the cores of two LBM implementations. On the left, the main MPI communication routine, which makes use of the mpi4py
module. On the right is the core of the implementation of the Thermal Dependent Lattice Boltzmann Method used for modeling convection..
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2D domain decomposition 3D domain decomposition

def get_edges():
if nr == 2:

if rank == 1:
f[0:na,0:nz,0 ] = f[0:na,0:nz,mx[1]]
f[0:na,0:nz,mx[1]+1] = f[0:na,0:nz, 1 ]

else:
if rank > 0 and rank < nr:

edgeR = np.zeros(nz)
edgeL = np.zeros(nz)

rr = rank+1 if rank<nr-1 else 1 #right block
rl = rank-1 if rank>1 else nr-1 #left block

for a in range(na):
comm.Send([ (f[a,0:nz,mx[rank]]).copy(), MPI.FLOAT ] ,dest=rr)
comm.Send([ (f[a,0:nz,1]).copy(), MPI.FLOAT ], dest=rl)

comm.Recv(edgeR,source=rr); f[a,0:nz,mx[rank]+1] = edgeR[0:nz]
comm.Recv(edgeL,source=rl); f[a,0:nz,0] = edgeL[0:nz]

Too Few cores:
Periodic BC without MPI 

Send and 
receive right 

and left edges
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Blocking Communication of numpy arrays does not reduce performance

rho = 0; for a in range(na): rho += f[a]
eta = 0; for a in range(na): eta += g[a]
eta /= rho

Pi = np.zeros((D,nz,nx_i))
for d in range(D):

for a in range(na): Pi[d] += (f[a] * c[a][d])
u[d] = Pi[d]/rho

u2 = 0; for d in range(D): u2 += u[d]**2
for a in range(na):

cu = np.zeros((nz,nx_i))
for d in range(D): cu += c[a][d]*u[d]
f_eq[a] = rho * w[a] * (c1 + c2*cu + c3*cu**2 + c4*u2)
g_eq[a] = eta * f_eq[a]

gi = -rho * beta * eta * G
for a in range(1,na): Delta_b[a] = (w[a] * c2 * c[a][1] * gi)

Delta_b /= tau_b # Collision term
Delta_f = (f_eq - f)/tau_f
Delta_g = (g_eq - g)/tau_g
f = f + Delta_f + Delta_b
g = g + Delta_g

Equilibrium 
distributions

Collision 
terms

Macroscopic 
properties

Boussinesq
term

Mantle Convection

Conclusions and Future Work

Existing GL theory predicts a complex relationship 
between Pr, Ra, Re and Nu numbers:

which at a first order, this 
implies a power law 
scaling:

Nu ~ Ra^γ
2D scaling (Mora and Yuen, 2018)

γ = 0.280

Pr = 1

Pr = 10

Pr = 100

γ = 0.289

γ = 0.263

CONCLUSIONS: Scaling between Nu and Ra follows the
same power law from Pr = 1 up to Pr = 100. This confirms the
prediction of the GL theory.

FUTURE WORK
1) Ongoing work will aims at increasing the horizontal vs
vertical ratio up to 25. Pandey et al, (2018) has shown that
macrostructures appear soon after the onset of convection.
Scaling shows that these structure are long term for very high
Pr such as Earth and Planetary mantle. We are running large
scale simulations to reproduce them in the specific case of
large Ra and Pr.

2) Use the ability to model low Pr numbers to model magma
oceans convection and solidification. As shown in parallel
publications, modeling surface tension allows this transition as
well.
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