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Abstract

Many different emission pathways exist that are compatible with the Paris climate agreement, and many more are possible that

miss that target. While some of the most complex Earth System Models have simulated a small selection of Shared Socioeco-

nomic Pathways, it is impractical to use these expensive models to fully explore the space of possibilities. Such explorations

therefore mostly rely on one-dimensional impulse response models, or simple pattern scaling approaches to approximate the

physical climate response to a given scenario. Here we present ClimateBench - a benchmarking framework based on a suite

of CMIP, AerChemMIP and DAMIP simulations performed by a full complexity Earth System Model, and a set of baseline

machine learning models that emulate its response to a variety of forcers. These emulators can predict annual mean global dis-

tributions of temperature, diurnal temperature range and precipitation (including extreme precipitation) given a wide range of

emissions and concentrations of carbon dioxide, methane and aerosols, allowing them to efficiently probe previously unexplored

scenarios. We discuss the accuracy and interpretability of these emulators and consider their robustness to physical constraints

such as total energy conservation. Future opportunities incorporating such physical constraints directly in the machine learning

models and using the emulators for detection and attribution studies are also discussed. This opens a wide range of opportu-

nities to improve prediction, consistency and mathematical tractability. We hope that by laying out the principles of climate

model emulation with clear examples and metrics we encourage others to tackle this important and demanding challenge.
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Key Points:

• We introduce a benchmark dataset for emulation of key spatially resolved
climate variables derived from a full complexity Earth System Model

• Three baseline emulators are presented which are able to predict regional
temperature and precipitation with varying skill

• Evaluation metrics and areas for future research are presented to encour-
age further development of trustworthy data-driven climate emulators
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Many different emission pathways exist that are compatible with the Paris cli-
mate agreement, and many more are possible that miss that target. While
some of the most complex Earth System Models have simulated a small selec-
tion of Shared Socioeconomic Pathways, it is impractical to use these expensive
models to fully explore the space of possibilities. Such explorations therefore
mostly rely on one-dimensional impulse response models, or simple pattern scal-
ing approaches to approximate the physical climate response to a given scenario.
Here we present ClimateBench - a benchmarking framework based on a suite of
CMIP, AerChemMIP and DAMIP simulations performed by a full complexity
Earth System Model, and a set of baseline machine learning models that emulate
its response to a variety of forcers. These emulators can predict annual mean
global distributions of temperature, diurnal temperature range and precipitation
(including extreme precipitation) given a wide range of emissions and concentra-
tions of carbon dioxide, methane and aerosols, allowing them to efficiently probe
previously unexplored scenarios. We discuss the accuracy and interpretability
of these emulators and consider their robustness to physical constraints such
as total energy conservation. Future opportunities incorporating such physical
constraints directly in the machine learning models and using the emulators for
detection and attribution studies are also discussed. This opens a wide range of
opportunities to improve prediction, robustness and mathematical tractability.
We hope that by laying out the principles of climate model emulation with clear
examples and metrics we encourage engagement from statisticians and machine
learning specialists keen to tackle this important and demanding challenge.

Plain Language Summary

Many different emission pathways exist that are compatible with the Paris cli-
mate agreement, and many more are possible that miss that target. While some
of the most complex Earth System Models have simulated a small selection of
possible futures, it is impractical to use these expensive models to fully explore
the space of possibilities. Such explorations therefore mostly rely simple approx-
imations of the global mean temperature response to a given scenario. Here we
present ClimateBench - a benchmarking framework based on a suite of state-of-
the-art simulations performed by a full complexity Earth System Model, and a
set of baseline machine learning models that emulate its response to a variety
of forcers. These emulators can predict annual mean global distributions of
temperature, diurnal temperature range and precipitation (including extreme
precipitation) given a wide range of emissions and concentrations of carbon
dioxide, methane and aerosols, allowing them to efficiently probe previously un-
explored scenarios. We also describe a set of evaluation metrics which we hope
will entice statisticians and machine learning experts to tackle this important
and demanding challenge.

2



Introduction
Many different emission pathways exist that are compatible with the Paris
Agreement of limiting global mean temperatures to “well below 2°C above pre-
industrial levels and pursuing efforts to limit the temperature increase to 1.5
°C”, and many more are possible that miss that target. Sampling possible emis-
sions scenarios is therefore crucial for policy makers to weigh the economic cost
and societal impact of different mitigation and adaptation strategies. While
many of the most complex Earth System Models (ESMs) have simulated a
small selection of ‘Shared Socioeconomic Pathways’ (SSPs; self-consistent emis-
sions scenarios based on assumptions about future socio-economic changes and
imperatives) it is impractical to use these expensive models to fully explore the
space of possibilities (O’Neill et al., 2016). Therefore, such explorations mostly
rely on one-dimensional impulse response models, or simple pattern scaling ap-
proaches to approximate the physical climate response to a given scenario (e.g.,
Millar et al., 2017).

Impulse response models (Smith et al., 2018; Meinshausen et al., 2011; Nicholls
et al., 2020) are physically interpretable and can capture the general non-linear
behaviour of the system, but are inherently unable to model regional climate
changes, while pattern scaling approaches rely on a simple scaling of spatial
distributions of temperature (e.g., Alexeeff et al., 2018) by global mean tem-
perature changes. This approach breaks down when considering precipitation,
however, because of the strong non-linearities in its response to temperature
(e.g., Cabré et al., 2010). Statistical emulators of the regional climate have been
developed although these have been quite bespoke (Castruccio et al., 2014) or
focus on the relatively simple problem of emulating temperature (Holden and
Edwards, 2010). These approaches also do not account for the influence of
aerosol, which can be important for both regional temperature and precipita-
tion (e.g. Kasoar et al. 2018, Wilcox et al. 2020). As has been noted recently
(Watson-Parris, 2021), approaches including non-linear pattern scaling (Beusch
et al., 2020) and Gaussian process (GP) regression of long-term climate re-
sponses (Mansfield et al., 2020) suggest the possibility of using modern machine
learning (ML) tools to produce robust and general emulators of future scenarios.
However, comparing and contrasting these approaches is currently hindered by
the lack of a consistent benchmark.

ClimateBench defines a set of criteria and metrics for objectively evaluating such
climate model emulation; aims to demonstrate the feasibility of such emulators;
and provides a curated dataset that will allow, and hopefully encourage, broader
engagement with this challenge in the same way WeatherBench (Rasp et al.,
2020) has achieved for weather modeling. The target is to predict annual mean
global distributions of temperature (T), diurnal temperature range (DTR), pre-
cipitation (PR) and the 90th percentile of precipitation (PR90). These variables
are chosen to represent a range of important climate variables which respond
differently to each forcing and include extreme changes (PR90) that might not
be expected to scale in the same way as the mean. For example, while T has
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been shown to scale roughly linearly with global mean temperature changes
(Castruccio et al., 2014), PR responds non-linearly, and DTR is more sensitive
to aerosol perturbations than global mean temperature changes (Hansen et al.,
1995). Four of the main anthropogenic forcing agents are provided as emulator
inputs (predictors): carbon dioxide (CO2), sulphur dioxide (SO2; a precursor
to sulfate aerosol), black carbon (BC) and methane (CH4). To enable spatially
accurate emulators ClimateBench includes (annual mean): spatial distributions
of emissions for the short-lived aerosol species (SO2 and BC), globally averaged
emissions of CH4, and global total concentrations of CO2.

The training data which is provided in order to support such predictions is gen-
erated from the simulations performed by the second (and latest) version of the
Norwegian Earth System Model (NorESM2; Seland et al., 2020) as part of the
sixth coupled model intercomparison project (CMIP6; Eyring et al., 2016). The
provided inputs are constructed from the same input data that is used to drive
the original simulations. While we could have included simulations from mul-
tiple different models, only one model submitted all of the DECK (Diagnostic,
Evaluation, and Characterization of Klima), historical, AerChemMIP (Collins
et al., 2017) and ScenarioMIP (O’Neill et al., 2016) experiments required for our
purposes, making it impossible to provide a harmonised dataset. Further, there
is no agreed way of robustly combining multiple models, and while statistically
combining multiple different models can lead to improved skill (Pincus et al.,
2008) the resulting variance is not reliable since the models are not truly inde-
pendent (Knutti et al., 2013). Nevertheless, this single model dataset still allows
us to explore both scenario uncertainty and internal variability. Further, it is
common with simple climate models to fit different emulators independently, al-
lowing improved interpretability, and if an emulator is shown to have good skill
in this task it seems reasonable to assume that it will perform similarly well for
other models (or combinations of models) and so multi-model ensembles may
be easily incorporated in the future.

The remainder of this paper describes the development of the dataset including
the underlying ESM and all post-processing (Section 2), the evaluation met-
rics used to rank ClimateBench submissions (Section 3), a selection of baseline
emulators that have been developed to demonstrate a variety of approaches to
tackle ClimateBench (Section 4), a discussion of such approaches and future op-
portunities for diverse approaches (Section 5) before providing a few concluding
remarks in Section 6.

Data set description and preparation
The data provided as part of ClimateBench is a heavily curated version of that
publicly available in the CMIP6 data archive. Here we describe the data extrac-
tion and processing steps, but the scripts used to perform this are also freely
available (as described below).

4



We use a selection of complementary simulations in order to provide as large a
training dataset as possible while attempting to avoid unnecessary redundancy.
Table 1 details the full list of simulations included, the period they cover and
a brief description of their purpose in this context. Given that the primary
purpose of ClimateBench is to train emulators over different emission scenarios,
ScenarioMIP simulations are a key component of the dataset. ScenarioMIP pre-
scribes a limited set of possible future emissions pathways exploring different
socio-economic scenarios representing plausible narratives. These scenarios are
designed to span a range of mitigation scenarios (denoted by the first number in
each scenario) and end-of-century forcing possibilities (denoted by the last two
numbers in each scenario). We include all available simulations, including the
AerChemMIP ssp370-lowNTCF variation of ssp370 which includes lower emis-
sions of near-term climate forcers (NTCFs) such as aerosol (but not methane).
We choose ssp245 as our test dataset against which all ClimateBench emulators
are to be evaluated. This scenario represents a medium mitigation and medium
forcing scenario, ensuring trained emulators are able to interpolate a solution
rather than extrapolate (as discussed further in Section 5). The CMIP6 his-
torical experiment is also included since it provides useful training data at low
emissions values.

Table 1: Details of post-processed simulations provided as part of the
ClimateBench dataset

Protocol Experiment Period Notes
ScenarioMIP (O’Neill et al., 2016) ssp126 2015 - 2100 A high ambition scenario designed to produce significantly less than 2 degrees warming by 2100.

ssp245 2015 - 2100 Designed to represent a medium forcing future scenario. This is the test scenario to be held back for evaluation
ssp370 2015 - 2100 A medium-high forcing scenario with high emissions of near-term climate forcers (NTCF) such as methane and aerosol.
ssp370-lowNTCF 2015 - 2054 Variation of SSP370 with lower emissions of aerosol and their precursors
ssp585 2015 - 2100 This scenario represents the high end of the range of future pathways in the IAM literature and leads to a very large forcing of 8.5 Wm-2 in 2100.

CMIP6 (Eyring et al., 2016) historical 1850 – 2014 A simulation using historical emissions of all forcing agents designed to recreate the historically observed climate.
abrupt-4xCO2 500 years Idealised simulation in which CO2 is abruptly quadrupled. Other forcing agents remain unchanged.
1pctCO2 150 years Idealised simulation in which CO2 is gradually increased by 1% / year. Other forcing agents remain unchanged.
piControl 500 years Baseline simulation in which all forcing agents remain unchanged.

DAMIP (Gillett et al., 2016) hist-GHG 1850 – 2014 A historical simulation with varying concentrations for CO2 and other long-lived greenhouse-gases (only).
hist-aer 1850 – 2014 A historical simulation only forced by changes in anthropogenic aerosol.

ClimateBench also includes a selection of more idealised simulations which are
intended to provide training data at the ‘corners’ of the four-dimensional input
space, again helping reduce the chances of extrapolation in the resulting emula-
tors (as demonstrated in Figure A1). Two simulations that are commonly used
to diagnose the equilibrium and transient climate sensitivity are abrupt-4xCO2
and 1pctCO2, respectively. As the name suggests, the abrupt-4xCO2 includes
an abrupt quadrupling of CO2 over the pre-industrial concentrations while all
other forcing agents remain unchanged. This level of concentration represents
the high end of future scenarios, broadly in line with ssp585 but with no contri-
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bution from the other forcers, simplifying its interpretation. The abrupt nature
of the forcing also allows the timescale of the responses to be determined which
can be useful for emulators which account for this. The 1pctCO2 simulation
gradually increases the atmospheric concentration of CO2 by 1% per year, again
with other forcing agents unchanged. Two simulations performed as part of the
Detection-Attribution Model Intercomparison Project (DAMIP; Gillett et al.,
2016) represent the historical period forced by only CO2 and other long-lived
greenhouse gases (hist-GHG), or only anthropogenic aerosol (hist-aer). Again,
these provide opportunities to train emulators in regions of the input (emissions)
space that are at the limits of plausible future scenarios.

Finally, the piControl simulation provides a baseline simulation with all forcings
remaining unchanged from their pre-industrial values. All target variables are
calculated as a change against this climatology to simplify the training and
interpretation of the results. This long (500 year) simulation also enables a
robust estimation of internal variability of the climate system for those emulators
which are able to represent it, as discussed further in Section 5.1.

The input data for these simulations is prescribed by the experimental protocol
and provided by the input4MIPS project (https://esgf-node.llnl.gov/search/input4mips/),
which we collate and pre-process for ease of use. Specifically, we extract the
provided global mean emissions of CO2 and CH4 for each of the realistic
(historical, ScenarioMIP and DAMIP) experiments from the checksum files
provided by the Community Emissions Data System (CEDS) dataset (Hoesly
et al., 2018). We sum over each sector and each month in order to derive annual
total emissions and convert from Kg to Gt of CO2. Some historical and future
periods are only provided in 5-yearly increments, so we linearly interpolate to
yearly values for consistency. The CO2 emissions are summed cumulatively
since, for realistic scenarios, a compensation between forcing efficiency and
ocean uptake means the temperature response to CO2 is approximately linear
in the cumulative emissions (Matthews and Caldeira 2008; Allen et al. 2009).
Figure 1 shows the global mean emissions of each of the forcing agents under
different future emissions scenarios, showing a wide range of possible pathways.
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Figure 1: Time series of cumulative anthropogenic CO2 emissions
since 1850 (a); emissions of CH4 (b); global mean emissions of SO2
(c) and black carbon (BC; d) derived from NorESM2 ScenarioMIP
simulations available within ClimateBench, including the SSP245 test
scenario (shown in black).

The aerosol (precursor) emissions are derived from the latest version of the
spatially resolved CEDS dataset and again summed over sectors and months
to produce maps of annual total emissions, as shown in Figure 2 for SO2 in
different years. While the spatial distribution clearly evolves over the historical
period and into the future scenarios, the emissions are fairly localised around
industrialised regions and dimensionality reduction can be used to reduce the
size of these input features (as discussed for the baseline emulators in Section
4). An area preserving interpolation is performed so that the emission data
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are provided on the same spatial grid as the NorESM2 output fields to simplify
its use in ML workflows. Again, as used for NorESM2 the 5-yearly data is
interpolated to a yearly frequency for consistency.

Figure 2: Maps showing the evolution of the spatial distribution of
anthropogenic SO2 emissions in the pre-industrial era represented by
1850 (a); the peak emissions era of 1970 (b); current emissions (c);
and future emissions under SSP 245 (d).

For the idealised CMIP simulations (abrupt-4xCO2 and 1pctCO2) no emissions
files are used and so the cumulative anthropogenic CO2 emissions are calculated
from the difference in the diagnosed CO2 atmospheric mass concentrations in
these and the piControl experiment. Emissions of all other species are also
provided but set to zero (as they represent no change since the pre-industrial).

2.1 Target ESM
As the model with the most relevant experiments completed, we use the out-
put from simulations performed by the NorESM2 model in its low atmosphere-
medium ocean resolution (LM) configuration (Seland et al., 2020). This model
consists of a fully coupled earth system with online atmosphere, land, ocean, ice
and biogeochemistry components. It shares many components with the Com-
munity Earth System Model Version 2 (Danabasoglu et al., 2020) but has a
replaced aerosol and atmospheric chemistry scheme (including their interactions
with clouds) and a different ocean model. It has a relatively low equilibrium
climate sensitivity (ECS; equilibrium global mean temperature after a doubling
of CO2) of 2.5 K, particularly compared to the 5.3K of CESM2 (Gettelman et
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al., 2019), which has been attributed to ocean heat uptake and convective mix-
ing in the Southern Ocean (Gjermundsen et al., 2021). Combined with a strong
aerosol forcing (−1.36 W m−2 for 1850 to 2014), this likely accounts for the
somewhat anomalous cooling between 1950-1980 in the historical simulations.

The output of these simulations are aggregated to annual mean values but kept
at their native spatial resolution (approximately 2°). The temperature (T) and
precipitation (P) are exactly equivalent to the archived surface air temperature
(tas) and total precipitation (pr) output variables respectively. The DTR is
calculated as the annual mean difference in the daily maximum and minimum
surface air temperatures (tasmax – tasmin). The PR90 is calculated as the 90th

percentile of the daily precipitation in each year. The annual mean baseline val-
ues (from piControl) for each variable are then subtracted from each experiment
so that they represent a difference from pre-industrial. Temperature changes
under anthropogenic climate change are routinely reported in this way, and it
also makes the downstream emulation task somewhat easier as it removes an
offset. The values are not scaled to have unit variance, but users of the dataset
might choose to do this with certain emulators. Samples of these output fields
from the target ssp245 dataset are shown in Figure 3. The relative increase
in warming in the northern polar regions (known as Arctic amplification) is
clearly seen in Fig. 3a, as well as the north Atlantic warming hole (Woollings
et al., 2012; Drijfhout et al., 2012; Manabe and Stouffer, 1993), the emergence
of which is also affected by aerosol radiative forcing (Dagan et al., 2020). Fig-
ure 3b shows the strong land/sea contrast in DTR, since most of the change is
confined to land, and largely caused by changes in aerosol (particularly sulfate)
forcing. Most of the precipitation response shown in Figure 3c-d is due to the
shift in the inter-tropical convergence zone (ITCZ) which results from a shift in
the cross-equatorial energy balance under increased warming (Schneider et al.,
2014), but some features, particularly in South-East Asia might be due to local
aerosol effects (particularly due to BC; e.g., Bollasina et al. 2014, Wilcox et al.
2020, Mansfield et al. 2020).
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Figure 3: Maps of target outputs from the SSP245 held-back test
scenario at 2100 (as an anomaly to the pre-industrial control run)
performed by NorESM2: (a) Annual mean surface temperature; (b)
annual mean diurnal surface temperature range; (c) annual mean
precipitation; and (d) 90th percentile of the daily precipitation.

Also included in the dataset are the top-of-atmosphere Effective Radiative Forc-
ings (ERFs) for this model for each forcing agent over the historical period.
These are based on diagnostics of the fixed sea-surface temperature experiments
of the Radiative Forcing Model Intercomparison Project (RFMIP; Pincus et al.,
2016; Smith et al., 2021) and provide a more direct estimate of the radiative
climate effect of each forcer over this period than simply emissions. It also al-
lows an estimate of the efficacy of each forcer in this model (the temperature
response per unit of forcing). This might be useful for normalising the inputs by
their efficacy or developing more physically interpretable emulators that derive
the climate response via the forcing.

Evaluation
The evaluation criteria are a crucial aspect to any benchmark dataset and need
to be concretely defined and accurately reflect the objectives of the machine
learning task. Ideally, the criteria are also simple to implement such that they
can be used as a target in any loss function that might be used to train emu-
lators. The spatial characteristics of the outputs in this task also need to be
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considered. As a primary metric we choose the area-weighted root-mean square
error (RMSE), calculated following:

𝑅𝑀𝑆𝐸 = 1
50 ∑2100

𝑦=2051
√ 1

𝑁lat𝑁lon
∑𝑁lat

𝑖 ∑𝑁lon
𝑗 𝐿(𝑖) (𝑥𝑖,𝑗,𝑦 − ∣𝑥𝑡

𝑖,𝑗,𝑦,𝑛∣
𝑛
)

2
, (1)

where the weighting function L accounts for the decreasing grid-cell area towards
the poles and is defined as 𝐿(𝑖) = 𝑐𝑜𝑠 (lat(𝑖)).
This commonly used metric provides a single number summarising the mismatch
between the predictions (𝑥) and the target variables (𝑥𝑡). By squaring the
difference, the RMSE also weighs large discrepancies more heavily, more heavily
penalising larger errors. We average the target variables over the three available
ensemble members (𝑛) and the RMSE over a long period of the target scenario
(2050 – 2100) in order to minimise the contribution of internal variability.

Estimates of this internal variability can be very valuable for climate projections
however and since ClimateBench includes three ensemble members for each
training dataset emulators are encouraged to include estimates of it if they are
able. A natural extension of the RMSE for probabilistic estimates commonly
used in weather forecasting is the Continuous Ranked Probability Score (CRPS):

𝐶𝑅𝑃𝑆 = 1
50 𝑁lat𝑁lon

∑2100
𝑦=2051 ∑𝑁lat

𝑖 ∑𝑁lon
𝑗 𝐿(𝑖) ∫𝑥=∞

𝑥=−∞ (𝐹𝑖,𝑗,𝑦(𝑥) − 𝐹 𝑡
𝑖,𝑗,𝑦(𝑥))2 𝑑𝑥, (2)

where 𝐹(𝑥) and 𝐹 𝑡(𝑥) are the cumulative distribution functions (CDFs) over
the predicted and target ensembles respectively (Gneiting et al. 2005). This
measures the area between the two CDFs so that smaller values are better and
has the benefit of retaining a well-defined interpretation in the case of only a
single target observation (whose CDF would be the Heaviside function). The
CDFs can be approximated over finite ensembles using quadrature, or direct
integration if the PDFs can be assumed to be Gaussian. Methods to calculate
both metrics based on the climpred (Brady and Spring, 2021) package are pro-
vided in the example notebooks included with the dataset. While this metric is
not included in the headline ranking of ClimateBench approaches, we include
an example approach using GPs which is discussed in more detail in Section 4.1.

Baseline evaluation
Before evaluating some baseline statistical emulators, it is useful to consider
two cases with which we hope to bracket the data-driven approaches. The first
is the internal variability of the NorESM2 target ensemble which provides an
upper bound on the predictability of the scenario in the presence of the natural
variability of the Earth system. The second is a comparison to another ESM
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which also performed the test projection, in this case the UKESM1 model (Sellar
et al., 2019). This provides an example of the inter-model spread encountered
within CMIP6 and a lower bound on the accuracy we would like our emulators
to achieve.

As noted previously, the NorESM2 ssp245 projections included three ensemble
members sampling internal variability by choosing different initial model states
from the start of the piControl simulation at intervals of 30 model years apart.
The average RMSE for each variable at each target time between ensemble
members 1 and 2, and 1 and 3 are provided in Table 2 and provide an estimate
of the best achievable skill over this period (since the members only differ by
their internal state). In practice, the emulators can (and do) outperform this
baseline because they target the mean over all three ensemble members, reducing
the effect of internal variability.

The UKESM1 model performed the same ssp245 experiment using the same
emissions of climate forcers but due to different physical and structural assump-
tions produces quite a different climate. While a full comparison of the two
models and their predictions is beyond the scope of this work, it is instructive
to briefly discuss the key differences in order to place any emulator errors in the
context of broader inter-model uncertainties. We see similar patterns of tem-
perature change between the models, including Arctic amplification (see Fig.
A2), although there is a much stronger mean response in UKESM1 compared
to NorESM2, primarily due to its higher climate sensitivity (5.4 K). There is a
very distinct difference in the modelled DTR between the models which cannot
be explained by aerosol effects alone as the forcing is very similar between the
models (−1.45 Wm-2 in UKESM1 compared to −1.36 W m−2 in NorESM2) and
may be due to the different land models used; UKESM1 uses JULES (Harper et
al. 2018) and NorESM2 uses CLM5 (Lawrence et al. 2019). Despite the large
difference in temperature response, interestingly the precipitation response is
broadly in agreement, suggesting quite distinct changes in the hydrological cy-
cle. For example, the UKESM1 precipitation does not show a clear shift in
the ITCZ and shows larger changes in the extra-tropics. The RMSE between
UKESM1 and NorESM2 is correspondingly large for the temperature metrics
and closer to the baseline approaches for precipitation, as shown in Table 2.

Baseline emulators
Three baseline emulators are developed to demonstrate various potential ap-
proaches to tackling the machine learning problem this dataset provides. These
are performed using the Earth System Emulator (Watson-Parris et al., 2021) to
provide a simple interface for non-ML experts and permit sampling the emula-
tors for potential use in detection and attribution workflows (as discussed in the
Section 5). The three emulators all perform skillfully, as summarised in Table
2 and Figure 4 and discussed in more detail in each of the following subsections.
The emulators also show broadly similar biases, particularly for precipitation
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where they all slightly underestimate increases (decreases) in tropical (subtrop-
ical) rainfall in the western Pacific. This might suggest that these particular
changes are driven by different climate forcers or longer time-scale changes than
modelled in this study. A direct comparison of the emulator predictions and
NorESM is shown in Figure A3.

Table 2: The average root mean square error (RMSE) of the different
baseline emulators for the years 2050-2100 against the ClimateBench
task of estimating key climate variables under future scenario SSP245.
Another state-of-the-art model (UKESM1) and the average RMSE
between NorESM ensemble members as an estimate of internal vari-
ability are included for comparison.

Emulator RMSE in mean surface air temperature (K) RMSE in mean diurnal temperature range (K) RMSE in mean precipitation (mm/day) RMSE in 90th percentile precipitation (mm/day)
Gaussian process regression 0.36 (CRPS: 0.33) 0.15 (CRPS: 0.12) 0.53 (CRPS: 0.42) 1.54 (CRPS: 1.27)
Neural network (CNN+LSTM) 0.38 0.17 0.58 1.64
Random Forest 0.42 0.15 0.53 1.54
UKESM1 2.20 1.28 0.89 2.57
(variability) 0.80 0.31 1.20 3.52
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Figure 4: Maps of the mean difference in the ClimateBench target
variables for each baseline emulator against the target NorESM values
under the test ssp245 scenario averaged between 2051-2100. Differ-
ences insignificant at the p<5% level are masked from the plots.

Gaussian process regression
Gaussian processes (GPs) (Rasmussen and Williams, 2005) are probabilis-
tic models which assume predictions can be modelled jointly as normally
distributed. GPs have been widely used for nonlinear and nonparametric
regression problems in the geosciences (Camps-Valls et al., 2016).. A GP is
fully determined by the expectation of individual predictions – referred to as
the mean – and the covariance between pairs of predictions. Such covariance is
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typically user-specified as a bivariate function of the input data called the kernel
function. The choice of the kernel function allows to restrict the functional class
the GP belongs to, offering, for example, control over functional smoothness.
GPs for regression solve a supervised problem where the observed input-output
sample pairs are used to: (1) infer the emulator parameters (typically the noise
variance and the kernel parameters only) by maximising the log-likelihood of
the observations under the gaussianity assumption (the so-called evidence);
and then (2) allow to obtain its posterior probability distribution that is used
to make predictions over unseen inputs.

To prepare the input samples, we average ensemble members for SO2 and BC
emission maps and CO2 and CH4 global emissions. The dimensionality of each
aerosol emission map is reduced with principal component analysis, restricting
ourselves to the 5 first principal components. All input covariates and target
outputs are standardised using training data mean and standard deviation.

The GP is set with a constant mean prior and separate kernels are devised for
each species. Automatic relevance determination (ARD) kernels are used for
SO2 and BC, allowing each principal component to be treated independently
with its own lengthscale parameter. The GP covariance function is obtained
by summing all kernels together, thus accounting for multiscale feature rela-
tions (see Camps-Valls et al., 2016 for several composite kernel constructions
in remote sensing and geoscience problems). To account for internal variability
between ensemble members, we consider an additional white noise term with
homoscedastic variance over the output targets, which is also inferred from the
training phase.

We use Matérn-1.5 kernels for each input. This guarantees the GP is a con-
tinuous function; details are provided in Section A1. The mean value, kernels
parameters and internal variability variance are jointly tuned against the train-
ing data by marginal likelihood maximisation with the L-BFGS optimisation
scheme. The emulators used have 16 parameters in total.

As reported in Table 2, the 2050-2100 averaged RMSE of the mean predictions
with the GPs are the best of all the emulators when predicting surface air
temperature, diurnal temperature range, precipitation rate and 90th percentile
of precipitation. This is remarkable given the limited number of parameters
that are tuned. It suggests the GP prior is an adequate choice for the purposes
of emulation. Study of the inferred kernel variance (not shown) suggests that
cumulative CO2 emissions generally influence all predictions, and unequivocally
dominate the predictions for surface air temperature and diurnal temperature
range. CH4 and BC emissions on the other hand appear to have negligible
influence on the predictions. Since the GP also provides posterior estimates
of the variance (which will incorporate an estimate of internal variability) we
also calculate the CPRS for this emulator (see Table 2). While we are unable
to compare these scores with the other baseline methods the similarity to the
RMSE indicates that the GP is also predicting the internal variability accurately
(otherwise it would be penalised in the CPRS relative to the RMSE).

15



Random Forests
Random forests aggregate predictions of multiple decision trees (Ho, 1995;
Breiman, 2001). These trees repeatedly split data into subsets according to its
features such that in-subset variance is low and between-subset variance is high.
This makes decision trees good at modelling non-linear functions, in particular
interactions between different variables. However, they are prone to overfitting
(Ho, 1995). This problem is alleviated by ensemble methods which train a
large number of different trees. Weak learners are combined to give strong
learners. Bagging, used in Random Forests, describes training different trees
on different subsets of the data or holding back some of the data dimensions
for each individual tree. The Forest makes a prediction by averaging over the
predictions of all individual trees.

Two main arguments support an ensemble method approach to climate model
emulation: These methods are skillful at interpolation tasks, but by construc-
tion are unable to extrapolate (Breiman, 2001). However, for applications of
climate model emulation, interesting predictions will likely lie inside the hyper-
cube delimited by historical data, low-emissions (ssp126) and business-as-usual
(ssp585) scenarios. A major advantage of ensemble methods over more complex
ML methods such as neural networks (and even ESMs) is their interpretability.
This is important as ultimately predictions should inform decision-making. Be-
ing able to provide explanations why a given input led to a prediction helps to
understand the consequences of decisions about emission pathways.

To train the random forest emulator, we use the historical dataset and the socio-
economic pathways ssp585, 126, and 370. For each dataset, we take the average
of its ensemble members and reduce the dimensionality of SO2 and BC emission
maps to the first five principal components. Separate random forest emulators
are trained for the four target variables. The following hyperparameters are
tuned using random search: number of trees, tree depth, number of samples
required to split a node and to be at each leaf node. The hyperparameters used
for each emulator are indicated in Section A2.

As shown in Table 2, the mean RMSE scores for the years 2051-2100 of the ran-
dom forest regressors are comparable to the performance of the other emulators
for diurnal temperature range, precipitation and extreme precipitation. The
temperature prediction is comparable but slightly worse than the predictions of
the neural network architecture. To assess the impact of the four input features
on the prediction, we calculate the permutation feature importance. It is defined
as the decrease in a model score when a single feature value is randomly shuffled
(Breiman, 2001). Figure 5 shows that CO2 concentrations dominate the predic-
tions. For temperature predictions the other features are negligible. SO2 and
BC aerosol emissions have a small impact on the global mean temperature and
precipitation predictions. This is in line with the physical understanding that
while anthropogenic aerosol can influence precipitation rates (both radiatively
and through aerosol-cloud interactions), aerosol contributions play a negligible
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role at the end of the century in the test scenario. The regional influences may
be more significant however and this will be explored separately.

Figure 5 : Permutation importances for the most important compo-
nent of each variable in predicting global mean temperature (TAS)
and precipitation (PR). Each emulator input variable is shuffled in
turn to determine the relative contribution to prediction skill. Note
that these average estimates do not account for potential regional
contributions which may be particularly relevant for aerosol.

Neural Networks
Artificial Neural Networks (ANNs), algorithms inspired by the biological neural
networks of human brains, have shown great success in areas like Computer
Vision and Natural Language Processing. Two major architectures are Convo-
lutional Neural Networks (CNNs) (LeCun et al., 1990), to model spatial depen-
dencies, and Recurrent Neural Networks (RNNs), to process sequential data.
Besides the traditional areas, ANNs have been recently employed to tackle a va-
riety of problems in earth system science (Camp-Valls et al., 2021). Long short-
term memory (LSTM) networks (Hochreiter et al., 1997), an advanced type of
RNNs, are used for modelling time-series, for example for El Niño-Southern Os-
cillation prediction (Broni-Bedaiko et al., 2019). In cases where both input and
target have a spatial structure, such as modelling of precipitation or changes in
satellite imagery, a very commonly used CNN type is the U-Net (Ronneberger
et al, 2015), which has been applied frequently in climate science and weather
forecasting (Trebing et al., 2020, Harder et al., 2020).

We explored both a pure LSTM approach and a pure CNN approach, using a
U-Net. A combination of both network types gave the best results, therefore
we use an LSTM combined with a CNN for our example architecture. The
CNN is used to extract spatial features before feeding our input in the LSTM.
The CNN consists of one convolutional layer with a kernel size of 6, followed
by a ReLU activation function and average pooling. The LSTM uses 25 units
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and a ReLU activation function as well, which is followed by a dense layer and
reshaping to the output dimension. To train the emulator we use ssp126, 370
and 585 scenarios and the historical data with a moving-time window size of
10 years (in one-year increments, leading to 570 training points). The emulator
is trained for 20 epochs, using a batch size of 25 for T and DTR and 5 for PR
and PR90. For this baseline approach we chose not to do any hyperparameter
optimization.

RMSE scores obtained with the CNN-LSTM architecture are comparable to
those obtained with the other methods. The CNN-LSTM architecture performs
particularly well for temperature predictions, with average RMSE scores of 0.38
K over the second half of the 21st century. This might be because tempera-
ture has greater autocorrelation/less variability from one year to the next one
compared to the other variables. Such autocorrelation would be well captured
by a time-aware model like an RNN. Spatial patterns of temperature changes,
such as the Arctic amplification, are reasonably well predicted, even though the
coldest temperatures (e.g. in the North-Atlantic cold patch) are not as well
captured (as shown in Figure 4). The CNN-LSTM performs slightly worse than
the other emulators for diurnal temperature range and precipitation predictions.
For precipitation, global patterns (e.g. the ITCZ shift) are well predicted by
the emulator, but the relative changes are overestimated (too wet or too dry)
in most places. Like for all other emulators showcased in this study, extreme
precipitation proves the hardest variable to predict accurately.

1.

Discussion
(a)

Climate-specific challenges
The emulation of future climate states presents particular challenges for machine
learning and other statistical approaches. Chiefly among those is the limited
amount of training data that is typically available; current ML approaches are
not prepared to learn such complex scenarios in small data regimes under a co-
variate shift. As pointed out, the complex ESMs that are trusted to model the
future climate are extremely computationally expensive to run and the obser-
vational record cannot inform us about unseen future scenarios. By harnessing
a large selection of simulations performed as part of CMIP6, ClimateBench at-
tempts to alleviate this difficulty, but nevertheless only around 500 training
points (years) represent realistic climate states, many of which are not inde-
pendent (as shown in Fig. A1). This presents a challenge for deep learning
approaches which typically require tens of thousands of training samples to
avoid over-fitting. The inclusion of longer idealised simulations does provide
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opportunities for pre-training however, particularly the 500-year long piControl
simulations which could be used with contrastive learning to reduce the training
samples required for neural network architectures.

The piControl simulation could also be used to inform emulators more explicitly
about the internal variability of climate (as produced by NorESM2). The signal,
particularly for the precipitation target variables, can be small compared to this
variability and this proves challenging for some emulators to reproduce. An
explicit model of the internal variability (Castruccio et al., 2019) could help to
alleviate this.

Another challenge in applying statistical learning approaches to this dataset is
the relatively high dimensional inputs and outputs (96 x 144). Most approaches
to emulating the regional temperature response to a CO2 forcing have been
carried out at, at most, dozens of locations, but accounting for the spatial cor-
relations is something which CNNs can excel at and have recently been shown
to produce accurate emulations of temperature across similar dimensionality
(Beusch et al., 2020). Such approaches typically assume a regular spacing, how-
ever, and neglect the reducing area of each grid-cell towards the poles. While
more traditional approaches of dimensionality reduction can also be used, such
as (weighted) empirical orthogonal functions (EOFs), these may not be appro-
priate for the non-linear precipitation fields which might require kernel-based
approximations (e.g., Bueso et al., 2019).

For practical purposes, an estimate of the uncertainty in any prediction would be
extremely valuable. This uncertainty should encompass that due to the internal
variability and the emulator approximation (and ideally that of the underlying
physical model). In the ML community, these are known as the epistemic and
the model uncertainties, and are being studied intensively (Kendall et al., 2017).
Quantifying these two uncertainties would allow increased trust (a concept ex-
plored in the next section) in the prediction as well as quantitative comparison
to other predictions. We encourage the estimation of uncertainty wherever pos-
sible, using the provided CRPS metric to evaluate such probabilistic projections.
The ability to sample from such distributions would also permit the generation
of so-called ‘superensembles’ which can provide very large ensembles of multiple
models under given scenarios (Beusch et al., 2020).

Emulator trustworthiness
For climate model emulators to be useful for policy decisions they must be
trusted by their users. The trustworthiness of any model is a subjective con-
cept that broadly represents one’s belief that the model faithfully represents
some underlying ‘truth’. Model verification attempts to objectively assert this
view (indeed the word derives from the Latin, verus, meaning true) but is for-
mally impossible for an open system like the Earth (see e.g., Oreskes et al.,
1994). While weather models can be regularly validated against observations,
in the climate sciences we often instead resort to necessarily incomplete model
evaluation and rely on underlying physical principles to provide reassurances of
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broader validity. The ClimateBench emulators side-step this issue by aiming
only to accurately reproduce an existing physical model which is assumed to
already be well evaluated, and therefore attain trustworthiness through proxy.
It would nevertheless be reassuring if the emulators could be demonstrated to
respect some of the same physical constraints.

In this spirit, Figure 6 shows the relative change in global mean precipitation as
a function of global mean temperature change (the hydrological sensitivity) of
the baseline emulators and NorESM2. While locally precipitation can change in
accordance with the Clausius-Clapeyron relationship (6-7% / K), energy conser-
vation requires that the global changes in precipitation are balanced by radiative
cooling and limited to 2-3% / K (Allen and Ingram, 2002; Pendergrass and Hart-
mann, 2013; Jeevanjee and Romps, 2018; Dagan et al., 2019). While the RF
emulator underestimates the hydrological sensitivity of NorESM, it is clear that
the emulators learn the physical relationship from the underlying model. Since
the emulators were trained on the precipitation and temperature this is to be
expected to some degree, but this demonstrates the principle that emulators
trained correctly can retain the physical laws of the underlying models. Future
efforts to introduce these invariances directly have the potential to significantly
ease the training and improve the inference of climate model emulators (Beucler
et al., 2021), ultimately improving their trustworthiness.

Figure 6: The relative change in global mean precipitation as a
function of global mean temperature change in the baseline emula-
tors and NorESM2 averaged in 5-year increments to reduce internal-
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variability. Hollow and solid points indicate years before and after
2050 respectively. The change predicted by the Clausius-Clapeyron
relationship and energy conservation considerations are shown as
dashed lines.

There has been much attention recently given to ‘interpretable’ and ‘explainable’
machine learning models, the former of which are said to behave in a-priori
understandable ways, while the latter provide mechanisms to determine post-
hoc understanding. While these may be desirable properties in many settings
they are very subjective concepts and much weaker foundations on which to
build trust than physical laws and thorough evaluation. For example, in a GP
the lengthscales that are inferred reflect the corresponding feature relevance and
the regularization term accounts for observational noise, but this may not be so
obvious for a climate scientist. Indeed, the physical ESMs currently considered
the ‘gold standard’ of climate modelling are only interpretable or explainable by
expert practitioners, and it is often part of their role to explain the behaviour of
their models in response to different drivers. Indeed, given their computational
efficiency it is hoped that ClimateBench emulators might be useful in analysing
and understanding the response of the underlying physical models themselves.

Research opportunities
While the challenges outlined above are mostly surmountable with modern ar-
chitectures and carefully chosen workflows, there are also several broader oppor-
tunities ClimateBench presents to develop the state-of-the-art in climate model
emulation.

As already mentioned, one area of particular interest is the use of hybrid mod-
elling whereby statistical or ML based emulators embed physical equations,
constraints or symmetries in order to improve accuracy, robustness and gen-
eralisability (Camps-Valls et al., 2021; Reichstein et al., 2019; Karpatne et al.,
2017). One obvious way in which to apply such approaches to ClimateBench is
to marry the simple impulse response models discussed in Section 1 with more
complex methods to predict the spatial response. Such an approach has recently
been demonstrated for temperature (Beusch et al., 2021) but could conceivably
be extended to modelling each of the fields targeted in ClimateBench. A more
unified, and ambitious, approach would be to model the ordinary differential
equations of the response to a forcing directly in the statistical emulator using
either numerical GPs (Raissi et al., 2018) or Fourier neural operators (Li et al.,
2020).

Another important open question when using data-driven approaches to emulate
the climate is how to ensure predictions are performed at locations within the
distribution of the training data. In other words, how to ensure the emulator is
being used to interpolate existing model simulations rather than extrapolating
to completely unseen regions of input space. This can be easy to test for in low
dimensions, but it becomes increasingly difficult in higher dimensions and while
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the training and test data in ClimateBench have been chosen to minimise the
risk of extrapolation broader use could be hindered by the risk of inadvertently
asking for an out-of-distribution prediction. While the predictive variance of
GPs provide such indications (out of the sample range the GP mean returns to
the prior and the covariance is maximised), it is not so easy for other techniques
and the use of modern techniques to detect such occurrences (e.g., Lee et al.,
2018; Rabanser et al., 2018) could be of great value to minimise this risk.

Application to detection and attribution
The use of an efficient and accurate way of estimating the climate impacts of
different emission scenarios is not limited to exploring future pathways. We
may also ask: ‘What observed climate states and events can be attributed to
anthropogenic emissions?’. A whole field, which started with the seminal work
of Hasselmann (1993) has developed rapidly in the last decade (Stott et al.,
2016; Barnett et al., 2005; Stott et al., 2010; Shindell et al., 2009; Otto et
al., 2016) attempting to answer this question. A common approach is to use
climate model (or ESM) simulations to determine optimal ‘fingerprints’ with
which to test observations as well as the power of such a fingerprint under
internal variability. These typically have to make fairly strong assumptions
about the form of the climate response however (often relying on multiple linear
regression) and can incorporate observations of only a few dimensions.

One possible application of the efficient emulators trained using ClimateBench
could then be to allow the inference of higher dimensional attribution problems,
incorporating more information (such as the DTR and PR) and potentially pro-
viding more confident assessments. It would be straightforward to implement
such an approach using the ESEm package which provides a convenient inter-
face for such inferences using e.g., ABC, variational inference or Markov Chain
Monte-Carlo sampling. Future work will investigate these possibilities.

Conclusions
The application of machine learning to the prediction of future climate states
has, perhaps justifiably due to the challenges laid out above, been cautious to
date. Particular applications however, with carefully chosen training data and
objectives, can provide fruitful avenues for research and open exciting opportu-
nities for improvement over the current state-of-the-art. This paper introduces
the ClimateBench dataset in order to galvanise existing research in this area, pro-
vide a standard objective with which to compare approaches and also introduce
new researchers to the challenge of climate emulation. It provides a diverse set
of training data with clear objectives and challenging target variables, some of
which have been extensively studied (surface air temperature) and some which
have been somewhat neglected (diurnal temperature range and precipitation).

Current impact assessments are often based on simple emulators, which are
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then scaled to match modelled patterns, but which are unable to predict non-
linear responses in e.g. precipitation. A robust, trustworthy emulator which
is able to provide such predictions could be immensely valuable in quantifying
and understanding the changes and associated risks of different socio-economic
pathways. Given the importance of faithfully and accurately reproducing the
response of ESMs, we hope the challenge will also spur innovation in nascent
physically informed ML techniques.

In order to meet these objectives, we have provided open, easy to access datasets
and training notebooks which reproduce the results shown in this manuscript
and demonstrate the use of the different baseline emulators. All software is
open-source and readily available using commonly used package managers. We
hope this dataset will provide a focus for climate and ML researchers to advance
the field of climate model emulation and provide policy makers with the tools
they require to make well informed decisions.

Data and code availability
The baseline code is available on GitHub (https://github.com/duncanwp/ClimateBench)
and a DOI for the specific version, including that used to generate the plots in
this paper, will be made available on acceptance.

The benchmark data is available here: https://doi.org/10.5281/zenodo.5196512.
The raw CMIP6 data used here are available through the Earth System Grid
Federation and can be accessed through different international nodes e.g.:
https://esgf-index1.ceda.ac.uk/search/cmip6-ceda/.
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Appendix 1

Figure A1: Joint and marginal distributions of annual global mean
emissions and concentrations across the ClimateBench training
dataset. Input datasets are classified as Idealised (such as 1pctCO2
and abrupt4xCO2, and including ssp370-lowNTCF), Historical and
Scenario to demonstrate the contribution of each to sampling the
full input space.
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Figure A2: Comparison of predicted changes in surface air temper-
ature (a); diurnal temperature range (b); precipitation (c); and the
90th percentile of precipitation between UKESM and NorESM2 un-
der SSP245

34



Figure A3: Maps of ClimateBench target variables for each baseline
model and the target NorESM values under the test ssp245 scenario
averaged between 2050-2100.

A.1 Gaussian process models specifications
The GP models kernel k have the same form for all four climate response vari-
ables

k = 𝑘𝐶𝑂2 + 𝑘𝐶𝐻4 + 𝑘BC + 𝑘𝑆𝑂2

where 𝑘𝐶𝑂2 and 𝑘𝐶𝐻4 are kernels that respectively take as inputs CO2 and CH4
emissions. 𝑘BC and 𝑘𝑆𝑂2 are kernels that take as inputs the 5 principal com-
ponents of BC and SO2 emission maps respectively, each principal component
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being rescaled by an independent length scale term. We choose the Matérn-1.5
class of kernel,

𝑘𝑋(𝑥, 𝑥′) = (1 +
√

3 𝑑(𝑥, 𝑥′))𝑒𝑥𝑝(−
√

3 𝑑(𝑥, 𝑥′)) ,

where 𝑋 is a general notation for CO2, CH4, BC or SO2, and 𝑑(𝑥, 𝑥′) is a
distance between inputs typically given by

𝑑(𝑥, 𝑥′) = ∑𝑖 |𝑥𝑖 − 𝑥′
𝑖|/𝑙𝑖.

𝑙𝑖 is a length scale associated to the 𝑖th coordinate 𝑥𝑖. Global CO2 and CH4
emissions are scalar inputs, hence the corresponding distances only involve one
length scale parameter. The principal components decompositions of BC and
SO2 emission maps both have 5 coordinates, hence we set each principal com-
ponent to be a different coordinate with its own length scale parameter. The
Matérn-1.5 kernel guarantees that the corresponding GP lies in a space of con-
tinuous functions, hence providing regularity to the climate response predictions.
We refer the reader to Rasmussen and Williams, 2005, Chapter 4 for more de-
tails on the Matérn kernel. Each kernel is multiplied by a variance term 𝜎𝑋

2 ,
which rescales the kernel in the above sum and allows to balance relative features
importance. Variances and length scales are tuned during the optimization step.

Table A2 : Hyperparameters for Random Forest Models

Hyperparameter number of trees min samples split min samples leaf maxdepth
Surface air temperature 200 10 4 30
Diurnal temperature range 250 15 4 45
Precipitation 250 25 8 55
90th percentile of precipitation 300 25 12 85
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