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Abstract

Temporal redox fluctuations alter the pools of reducible FeIII and greenhouse gas emissions in humid upland soils. However,

it is less clear how the characteristics of these fluctuations (length, frequency, amplitude) impact biogeochemical rates. We

hypothesized that anaerobic rates of FeIII reduction and CH4 emissions are sensitive to the length of soil oxygen deprivation. To

test this hypothesis, we exposed a surface soil from the Luquillo Experimental Forest to three lengths of O2 perturbation during

repeated redox oscillations: an anoxic interval of 6 d with oxic intervals of 8, 24, or 72 h. We found that shorter oxic intervals

resulted in more anaerobic FeIII reduction, while longer oxic intervals stimulated higher anaerobic CH4 emissions (CO2 fluxes

did not change). We propose that short O2 pulses stimulate Fe reduction by resupplying the FeIII electron acceptor, but do not

last long enough to inhibit microbial Fe reducers; conversely long O2 pulses suppress microbial iron reducers to a greater extent

than methanogens leading to enhanced CH4 emissions. Thus, the length of periodic oxidant exposure selectively enhances less

thermodynamically favorable anaerobic processes by modulating the competitiveness of dominate anaerobic bacteria, which is

important for regulating greenhouse gas emissions in redox dynamic soils.
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 20 

ABSTRACT: Temporal redox fluctuations alter the pools of reducible FeIII and greenhouse gas 

emissions in humid upland soils. However, it is less clear how the characteristics of these 22 

fluctuations (length, frequency, amplitude) impact biogeochemical rates. We hypothesized that 

anaerobic rates of FeIII reduction and CH4 emissions are sensitive to the length of soil oxygen 24 

deprivation. To test this hypothesis, we exposed a surface soil from the Luquillo Experimental 

Forest to three lengths of O2 perturbation during repeated redox oscillations: an anoxic interval 26 

of 6 d with oxic intervals of 8, 24, or 72 h. We found that shorter oxic intervals resulted in more 

anaerobic FeIII reduction, while longer oxic intervals stimulated higher anaerobic CH4 emissions 28 

(CO2 fluxes did not change). We propose that short O2 pulses stimulate Fe reduction by 

resupplying the FeIII electron acceptor, but do not last long enough to inhibit microbial Fe 30 

reducers; conversely long O2 pulses suppress microbial iron reducers to a greater extent than 

methanogens leading to enhanced CH4 emissions. Thus, the length of periodic oxidant exposure 32 

selectively enhances less thermodynamically favorable anaerobic processes by modulating the 

competitiveness of dominate anaerobic bacteria, which is important for regulating greenhouse 34 

gas emissions in redox dynamic soils. 

 36 
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Short synopsis statement: In redox-dynamic soils, the length of O2 exposure (oxic period) can 

determine which anaerobic processes proliferate during anoxic periods. 38 

 

Introduction 40 

Redox variability is ever present in soils 1, 2 and drives critical biogeochemical processes for 

several elements and molecules (iron, manganese, methane, nitrate, and others) 3-6. This is most 42 

evident in the spatial redox heterogeneity that emerges within microsites and along flow paths 

and can yield vastly different redox conditions separated by a cm or less in soils 7, 8. Oxygen 44 

depletion commonly manifests within aggregates and other soil features that restrict the water 

flow and hence the replenishment of O2 necessary to support carbon decomposition 9, 10. 46 

Mottling, concretions, and liesegang bands are common visual expressions of spatial redox 

heterogeneity 11-13. But temporal redox variability is also common and emerges within individual 48 

microsites or in bulk soil pores due to shifting water content, carbon availability, and oxygen 

depletion 14-16. While spatial redox heterogeneity manifests as distinct redox-static 50 

biogeochemical niches, temporal redox heterogeneity forces direct competition between 

microbial groups and thus generates niches where soil taxa must tolerate redox conditions that 52 

are dynamic 17-19. Pett-Ridge, et al. 20 and Pett-Ridge, et al. 21 showed that specific microbial 

communities maintain adaptation to shifting redox conditions and, in some locations, have 54 

adapted to specific redox fluctuation periodicity, i.e., a fluctuation every 4 days. Altering the 

periodicity in these soils, shifted the microbial community 22. 56 

Currently, redox variability is represented in global biogeochemical models as discrete 

processes turned on or off based on soil moisture 3, 23, 24. In this manner, rates of CH4 or CO2 58 
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production (for instance) are scaled to the time under anoxic or oxic conditions 15, 25, 26. This is a 

valid approach only if redox status is a state variable, such that the pattern of redox changes does 60 

not matter, only whether the system was oxic or anoxic. However, redox fluctuation patterns do 

matter, at least for some processes and for some fluctuation parameters. Three redox fluctuation 62 

parameters can reasonably define the pattern of redox fluctuations: periodicity (the recurrence 

rate of low redox events), amplitude (the rates of O2 introduction or consumption), and duration 64 

(the length any low or high redox condition persists; Fig. S1) 14, 26-28.  

Prior exposure to anoxic conditions is known to impact anaerobic biogeochemical processes by 66 

conditioning indigenous anaerobic communities 29-31. But, if the period of time between anoxic 

events is too long anaerobic communities lose this conditioning or are replaced by aerobes; 68 

conversely too short an anoxic event and certain anoxic processes (e.g., methane generation) may 

never develop 32, 33. Most anaerobic processes also depend on electron acceptors that can be 70 

renewed by a pulse of O2 (e.g., FeIII, MnIV, NO3, SO4, etc.), although the kinetics of oxidation 

varies 34-36. Furthermore, periodic oxic conditions increase the nominal oxidation state of carbon 72 

(NOSC), which can increase the concentration of organic matter electron donors that are more 

thermodynamically favorable for anaerobic processes 37, 38.  74 

Thus, periodicity or re-introduction of O2 is clearly important, even while biogeochemical 

processes may be insensitive to changes in periodicity except at the extremes of very short 76 

fluctuations or the difference between a fluctuating system and an essentially permanently oxic 

or anoxic system 8, 15, 23. For instance, while redox fluctuations generally increase Fe reduction 78 

rates relative to non-redox fluctuating systems 27, 28, variations in the periodicity do not appear to 

impact these rates unless the frequency becomes very rapid 14. In the case of Fe reduction, re-80 

oxidation of Fe2+ generates fresh electron-accepting FeIII phases that are preferentially reduced 
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over bulk FeIII (i.e., rapidly reducible FeIII, FeIIIRR), with faster oxidation rates (amplitude) 82 

producing more rapidly-reducible FeIII minerals than slower oxidation events 26. If the 

availability of electron acceptors is limiting, then maximum Fe reduction rates should occur at 84 

short redox oscillation frequencies—as Calabrese, Barcellos, Thompson and Porporato 23 has 

shown in a theoretical paper predicting maximal Fe reduction rates as a function of the redox 86 

dynamics using the frequency and mean depth of rainfall events 39. However, this does not 

account for the timescales of microbial growth and activation, which undoubtably constrain 88 

biogeochemical processes in redox dynamic systems. In many humid upland soils, redox 

conditions oscillate on timescales that are shorter than organisms can respond via population 90 

growth (typically 4 days or longer) 15. Under these conditions, constitutive enzymes, metabolic 

plasticity, and physiological tolerance mechanisms (“breath holding”) may all be important 92 

strategies 40, 41.  At the landscape scale, this would allow O2 respiring taxa to coexist with 

fermenters and a wide variety of anaerobes/ facultative taxa that use terminal electron acceptors 94 

other than O2. 

We expect the integrated biogeochemical responses to dynamic redox conditions will depend 96 

considerably on how various processes and their abiotic and biotic drivers are alternately 

constrained or enhanced. Since very short redox fluctuations should stimulate Fe reduction 14, 23, 98 

we sought to evaluate the role of oxic exposure length on Fe reduction and competing anaerobic 

processes. Here we focus on the production of CH4, which can occur through a combination of 100 

fermentation and anaerobic microbial respiration 42, and may be suppressed when Fe reducers 

outcompete methanogens for acetate and hydrogen substrates 31, 43. Conversely, methanotrophs 102 

can participate in FeIII oxide reduction via CH4 oxidation under anoxic conditions 29, 44, 45—this 

may be an important sink for CH4 in soils 46. We hypothesized that during redox fluctuations, 104 
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soils exposed to brief oxic intervals (τoxic) would exhibit higher Fe reduction rates during 

subsequent anoxic intervals (τanoxic) than those exposed to longer oxic intervals, and that these 106 

higher Fe reduction rates would suppress CH4 emissions. We tested this by exposing a redox 

fluctuating soil to variable lengths of oxic exposure (maintaining similar lengths of anoxia) while 108 

monitoring FeII concentrations, CO2 and CH4 efflux, Fe mineral composition, and soil microbial 

community composition.  110 

 

Methods 112 

Site and sample characterization 

Five soil cores were collected from 0-10 cm depth in a valley location at the Bisley Research 114 

Watershed in the Luquillo Experimental Forest (LEF), Puerto Rico (Luquillo Critical Zone 

Observatory, LCZO). The sampleswere placed in plastic bags, stored in a cooler at ambient 116 

temperature, and immediately shipped to the University of Georgia within 24 h of sampling. The 

field-moist samples were then carefully homogenized and sieved (2-mm) under anoxic 118 

conditions in a 95%:5% (N2:H2) glovebox47 (Fig. S2). Initial soil moisture content of the fresh 

soil was 77 %. Soils from the Bisley watershed are predominantly Ultisols (Typic Haplohumults) 120 

formed from volcanic parent material, weakly acidic, and mineralogically composed of quartz, 

kaolinite, chlorite, and goethite 48. The soil redox oscillates on timescales of several days 17. Total 122 

Fe and Al content were determined by ICP-MS following a Li-metaborate fusion. Standard 

short-range-ordered (SRO) Fe and Al phases were obtained by citrate/ascorbate extraction (0.2 124 

M sodium citrate/0.05 M ascorbic acid), and analyzed by ICP-MS. The native soil (prior to 

incubation) contained 943 ± 4 and 439 ± 7 mmol kg-1 soil of total-Fe and SRO-FeIII, respectively 126 

(Table S1). 
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 128 

Redox oscillations and iron reduction 

We subjected natural soils to suspensions (1:10 soil:solution ratio) to three different redox 130 

oscillation treatments for up to 47 days. Soil slurries (suspensions) were constantly mixed on an 

orbital shaker (250 rpm) to decrease soil heterogeneity and force microbial interactions; 132 

essentially magnifying the competition that might occur within a single microsite 8. Our 

experimental design was similar to that described in Barcellos, Cyle and Thompson 14, but with 134 

fresh, field-moist soils instead of air-dried soils (to better capture ambient microbial community 

dynamics). The soil slurries were buffered with a solution to maintain the natural soil pH (5.5) 136 

with MES (2-N-morpholino-ethanesulfonic acid) with KCl as a background electrolyte. Each 

treatment contained triplicate reactors, which contained 4.5 g (dry-weight equivalent) of soil in a 138 

2 mM KCl + 10 mM MES buffered solution at pH 5.5 ± 0.2, with a 45 g final suspension mass. 

Soil slurries were placed in a 95%:5%:0% (N2:H2:O2) glovebox (Coy anaerobic chamber) for the 140 

anoxic condition and were exposed to laboratory room air (~21% O2) for the oxic condition, both 

constantly shaking on an orbital shaker at 250 rpm and in the dark. Ferrous iron (FeII) was 142 

measured every 8 to 72 h by withdrawing 0.5 mL of suspension from the same vessel using wide 

orifice pipette tips (to avoid soil particle size exclusion and keeping the same soil:solution ratio), 144 

adding 0.5 M HCl, shaking for 2 h, centrifuging at 11,000 RCF (relative centrifugal force) for 10 

min, and taking the supernatant for analysis 47, 49. Concentrations of FeII after ferrozine 146 

colorimetric analysis were obtained from 562 nm (and 500 nm) in a spectrophotometer 50. 

In parallel reactors, dissolved O2 (DO) was monitored through a single redox oscillation cycle 148 

(undergoing oxic and anoxic conditions) in triplicate reactors using a Hach (USA) DO meter. 

Within 1 h after exposing anoxic soil slurries to oxic conditions, DO increased to > 7.0 mg L-1 150 
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(>84.7 %). Likewise, for soil slurries that were previously exposed to oxic conditions over 24 

hours, we observed that DO decrease from 9.90 to 0.24 mg L-1 (~100 to 2.4 %) within 2 h and 152 

reached 0.06 mg L-1 (0.73%) after 24 h of anoxia (Table S2). 

We aimed to test the influence of O2 exposure on Fe reduction rates and implications on CO2 154 

and CH4 emissions by changing the time soils would be exposed to oxygen (τoxic) from 72, 24, 

and 8 h coupled with a long anoxic period (τanoxic) of 144 h (6 d) (Table 1). We started our 156 

experiment by pre-conditioning all reactors to three sequential oscillation periods of 6-d anoxic 

and 1-d oxic, in order to acclimate the soil’s microbial communities to repetitive identical shifts 158 

in redox conditions. Thus, after the pre-conditioning period (at 480 h), we split the reactors into 

three treatments, undergoing three consecutive redox cycles as follows: Ox-72 with 144 h anoxic 160 

+ 72 h oxic, Ox-24 with 144 h anoxic + 24 h oxic, and Ox-8 with 144 h anoxic + 8 h oxic (Table 

1). Control treatments with either constant anoxic or oxic conditions were also included (n=3). 162 

 

Trace gases and carbon analyses 164 

 Fluxes of CO2 (in mmol kg-1 of soil h-1) and CH4 (in μmol kg-1 of soil h-1) were measured 

at approximately the beginning, middle, and end of each redox cycle. For each gas flux 166 

measurement, we capped the triplicate reactors with rubber septa and sampled the headspace gas 

at 0, 10, and 30 minutes with gastight syringes and stored in pre-evacuated 3 mL glass vials. 168 

Samples were analyzed in a gas chromatograph (Shimadzu GC-14A, Japan) using a flame 

ionization detector (FID) and electron capture detector (ECD). Nitrogen (280 kPa) was used as 170 

the carrier gas and the flow in the column was 24.3 mL min-1. Measurements of CO2 and CH4 

were used to calculate both instantaneous fluxes (in mmol kg-1 of soil h-1 and μmol kg-1 of soil h-172 
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1, respectively) and cumulative fluxes (in mmol kg-1 of soil and μmol kg-1 of soil, respectively)—

calculated by multiplying the instantaneous flux by all hours prior to the measurement. 174 

Samples for total carbon and nitrogen were analyzed via combustion in a CHN Carlo Erba 

Elemental Analyzer. The native soil (no treatment added) had 37.4 mg g-1 of total C and 2.2 mg 176 

g-1 of total N (solid phase). The MES buffer added another 7.5 mg of C, comprising 14% of 

carbon in each reactor, which made for 44.9 mg g-1 of total C at the start of the experiment. 178 

Dissolved organic carbon (DOC) from the aqueous phase (supernatant after centrifugation) of the 

soil slurry at the end of redox oscillation for each treatment was measured in a Shimadzu 5050 180 

TOC. 

 182 

Mössbauer spectroscopy 

Detailed Fe speciation was determined by Mössbauer Spectroscopy at the temperatures 50 K, 184 

35 K, 25 K, 13 K, 5 K. We collected triplicate soil samples at the end of the last (third) oxic 

interval for the treatments Ox-72, Ox-24, Ox-8, and for the common soil used in all treatments at 186 

the beginning of the experiment (initial soil). We pooled together the triplicate oxic samples to 

form one soil sample, placed those samples in a ring that was covered with Kapton tape to avoid 188 

gas diffusion, and immediately froze the sample in a −20 °C freezer. The samples were placed in 

our Mössbauer spectrometer’s cryostat (pre-cooled to below 140 K), operating with a He 190 

atmosphere to prevent the oxidation of any FeII by oxygen. The Mössbauer spectra were recorded 

in transmission mode with He cooled cryostat containing variable-temperature (Janis Research 192 

Co.) and a channel detector (1024). Detailed information for the Mössbauer spectra modeling 

and fitting parameters (Figures S3 to S6 and Tables S3 to S6) are provided in the Supplementary 194 

Material. 
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 196 

Microbial analyses 

Duplicate samples were collected at the beginning of the experiment, at the end of the last τoxic, 198 

and at the end of the last τanoxic for all treatments (Ox-72, Ox-24, and Ox-8). From each sample, 

we extracted microbial DNA from 0.25 g of soil using an in-house phenol-chloroform extraction 200 

described in the supplemental materials 51-53. The extracted DNA was submitted for 16S rRNA 

gene sequencing. The 16S rRNA amplicons were generated using custom barcoded 515f-806r 202 

primers. All samples were multiplexed and paired end sequencing (2x250) was performed on the 

MiSeq (Illumina). Other details regarding the microbial analyses are provided in Section 2 of the 204 

Supplemental Material.  

 206 

Analyses of Metabolites (acetate) by NMR 

 We collected the aqueous phase from the reactors (supernatant after centrifugation) at the 208 

end of the last (third) oxic interval for the treatments Ox-72, Ox-24, Ox-8, and Pre-Conditioning, 

to perform metabolite analyses (acetate) by Nuclear magnetic resonance spectroscopy (NMR). 210 

Details for the analyses are provided in Section 3 of the Supplemental Material.  

   212 

Statistical analyses 

To compare the effect of the different redox oscillation treatments on FeII concentrations and 214 

cumulative CO2 and CH4 fluxes, we performed ANOVA analysis using a Kenward-Roger 

approximation and parametric bootstrap function for linear mixed models, using the lmer 216 

function from the lme4 package in R 54, 55. To correlate the effect of preceding τoxic on 

anaerobiosis of Fe and C, we computed linear regressions individually for each of the treatments 218 
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comparing two of these variables at a time (FeII and CH4), under anoxic conditions only, using 

lm function from the lme4 package in R. We further conducted a one-way ANOVA to test for 220 

differences in acetate concentrations among the treatments, for the soil samples collected in the 

last (third) oxic interval. 222 

 

Results and Discussion 224 

Ferrous iron dynamics and iron reduction rates  

 We cycled all treatments through three pre-conditioning redox cycles (6 d reduction 226 

followed by 24 h of oxidation; Table 1) to verify that all replicates were behaving similarly and 

exhibiting significant increases in FeII during the anoxic intervals and sharp drops in FeII during 228 

the oxic periods (Fig. 1); this pre-conditioning also removed any “start-up” effects of the 

experiment. After the pre-conditioning cycles, we split the treatments for an additional three 230 

redox cycles so that three replicates each had either an 8 h, 24 h or 72 h exposure to O2 followed 

by again a similar 6 d of anoxia (Table 1; Fig. 1 and S7). All replicates continued to behave as 232 

expected, with FeII increasing during anoxic periods, followed by sharp drops when O2 was 

reintroduced 14, 19; Fe reduction rates and peak FeII concentrations remained similar (p > 0.05) 234 

within a given treatment from the first to the third experimental redox cycle.  

We found anoxic FeII production differed depending on the length of Oxic exposure. 236 

Incubations with the shortest O2 exposure (Ox-8 treatment) had both greater FeII concentrations 

(Fig. 2a) and higher Fe reduction rates (0.26 ± 0.05 mmol kg-1 h-1; Fig. 3a) relative to the Ox-24 238 

and Ox-72 treatments (Fig. 2a). Fe reduction rates in the pre-conditioning period and the Ox-24 

treatment (which had identical τoxic and τanoxic) were very similar (0.16 ± 0.03 mmol kg-1 h-1), 240 
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while rates in the Ox-72 soils were slightly lower (0.12 ± 0.02 mmol kg-1 h-1), but the difference 

was not significant (Fig. 3a). 242 

 

Shorter O2 perturbations stimulated faster Fe reduction rates 244 

Short pulses of O2 (shorter τoxic) in an otherwise anoxic system evidently stimulate faster 

anoxic Fe reduction rates than longer O2 exposures. We discuss potential explanations for this by 246 

considering in turn the factors governing soil Fe reduction rates, principally: the availability of 

FeIII electron acceptors, the availability of labile carbon substrates (electron donors), and the 248 

activities of microbial Fe reducers 17, 40, 56, 57. Higher Fe reduction rates following shorter O2 

exposure time could be explained by a greater abundance of electron acceptors, more available 250 

electron donors, and/or a more active Fe reducer population in those treatments. 

To assess differences in the availability of FeIII electron acceptors, we analyzed solid phase 252 

samples by Mössbauer spectroscopy at the end of the last (third) oxic interval for the contrasting 

treatments Ox-8 and Ox-72. Mössbauer spectroscopy is highly sensitive to the crystallinity of Fe 254 

oxide phases when run across a temperature gradient, with less crystalline phases—which are 

typically more available for FeIII reduction—requiring a lower collection temperature to 256 

magnetically order into a Mössbauer sextet 6. We found the Mössbauer sextet abundance was 

similar for both the Ox-8 and Ox-72 samples at 50K, 35K and 5K, with slightly higher sextet 258 

abundance in the Ox-8 samples (46.4 ± 1.1 % and 51.6 ± 1.0 %) than the Ox-72 (41.7 ± 2.4 % 

and 46.9 ± 2.4 %) samples at 25K and 13K, respectively (Figures 4, and S3 to S6; Tables S3 to 260 

S6). This could be interpreted as the Ox-8 samples had higher crystallinity (and thus less 

availability for Fe reduction) than the Ox-72 samples. However, the Ox-8 sextets at 25K and 262 

13K are more skewed toward lower hyperfine field strengths (Bhf 47.5 and 47.9, respectively) 
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than the Ox-72 sextets (Bhf 47.9 and 48.4, respectively), which suggests the portions of Fe 264 

phases in the Ox-8 samples that order at 25K and 13K—while more abundant than the in Ox-72 

samples—are comparatively less crystalline. In all cases, these differences are minor and much 266 

less pronounced than changes in both treatments relative to the initial soil (Figures S3 to S6 and 

Tables S3 to S6), or changes reported previously in response to redox fluctuations 50. This 268 

suggests no significant differences in SRO-mineral crystallinity exist following the oxidation 

events. Furthermore, while it is well understood that pO2 (as well as FeII oxidation rates6, 26, 58) 270 

impacts the formation and crystallinity of incipient FeIII-minerals all of our treatments were 

exposed to similar pO2 (~21% O2). The length of O2 exposure (8 h to 72 h) could feasibly 272 

generate different amounts of crystal ripening as some find in laboratory syntheses at high 

temperature 59 and under acidic conditions 60, but our Mössbauer data suggests this does not 274 

happen in our experiment.  

We also tested for differences in labile organic matter (electron donors) by measuring water 276 

extractable dissolved organic matter content (DOC) present at the beginning of the final anoxic 

interval. Total DOC (corrected for the abundance of MES organic buffer) was statistically 278 

similar (p>0.05) for the Ox-72 and Ox-8 soils (155 ± 13 and 170 ± 21 mg L-1 respectively). We 

also used nuclear magnetic resonance spectroscopy (NMR) to evaluate the volatile fatty acids 280 

(VFAs) in the samples and found acetate concentrations were not statistically different (p>0.05) 

between the pre-condition, Ox-8, Ox-24, and Ox-72 treatments (Fig. S8). Further, CO2 emissions 282 

were similar throughout the experiment across the Ox-72, Ox-24, and Ox-8 treatments (Fig. S9). 

Consequently, we surmise that the supply of labile organic substrates for Fe reducers did not 284 

differ with the different O2 pulse lengths in our experiment. 
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We also tested whether differences in microbial community composition (particularly Fe 286 

reducers) could underpin the differences we observed in FeII production rates. The metabolism of 

Fe reducers is generally thought to be inhibited during oxic conditions, due to both competition 288 

for reductants with aerobic organisms (which use O2 as an electron acceptor, a far more 

thermodynamically favorable reaction 61) and because O2 is toxic to many anaerobic organisms 290 

and can trigger anaerobes to generate protective enzymes or form cysts 62. It is possible that very 

short pulses of O2 (i.e., < 0.5 h) in an otherwise anoxic environment may not be sufficient for 292 

aerobic organisms to out-compete Fe-reducers for reduced-C electron donors, whereas very long 

exposure to O2 (i.e., 2 weeks) cause more sweeping changes in microbial community 294 

composition and growth-efficiency.  

In our study, while the length of exposure to oxic conditions did change microbial community-296 

composition between treatments (Fig. 5c), we found no statistical difference in the relative 

abundance or overall composition of iron-reducers at the end of the Ox-8, Ox-24, and Ox-72 298 

treatments (Fig. 5a). Dominant iron reducing genera in our soils included Anaeromyxobacter, 

Bacillus, Desulfitobacterium, Desulfobulbus, Desulfosporosinus, Desulfovibrio, Geobacter, 300 

Geothrix, and Klebsiella (Fig. 5a). Anaeromyxobacter and Geobacter have been previously 

detected in similar soils exposed to slow and fast oxidation rates 28, and are frequently observed 302 

in poorly-drained/depressional soils 63. Geobacter sp. can tolerate O2 exposure over 24 h 64, but 

little is known regarding their competitive advantage for short O2 exposures, since their temporal 304 

threshold for O2 tolerance is unknown. If the threshold for Fe-reducers to maintain activity is 

between 8 h and 24 h for our system, this could explain the higher Fe reduction rates we 306 

observed in the treatments with shorter τoxic. The ability of Fe reducers to rapidly resume activity 
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after O2 exposure or shifts in the availability of reducible FeIII phases could explain the increased 308 

anaerobic Fe reduction rates we observed with decreasing oxygen exposure time. 

 The implications of an Fe redox cycle that is modulated by O2 exposure length could be 310 

profound. The principal intersection of the Fe redox cycle with ecosystem function is via its 

coupling with the C cycle 6, 34, 65, 66, and Fe is a critical elemental sorbent for, as an example, the 312 

key plant nutrient phosphorus 48, 67, 68. Incorporating the dynamics of these Fe cycle roles into 

global ecosystem models has been challenging because it has not been clear how to tie changes 314 

soil moisture to Fe reduction rates 7, 69, 70. In a first step forward, Calabrese, Barcellos, Thompson 

and Porporato 23 has shown that the theoretical maximum in cumulative ecosystem Fe reduction 316 

will occur when redox fluctuations are as frequent as possible given the growth and activity 

constraints of microbial Fe reducers. Our results further this theory and we postulate that 318 

microbial Fe reducers likely thrive in environments with short pulses of O2, which should be 

predictable based on rainfall patterns 17, 69, 71. Some studies estimate as much as 50% of the C 320 

mineralization in humid soils could be coupled to Fe reduction 14—an estimate supported by the 

theoretical work of Calabrese, Barcellos, Thompson and Porporato 23—and other work 6 suggests 322 

an acceleration of the Fe reduction cycle would likely lead to a net decrease in organic matter 

persistence through destabilization of mineral associated organic matter (MAOM). Further, P 324 

behavior can become dominated by Fe cycle dynamics in redox dynamic systems 67 as the 

oxidation of FeII generates SRO FeIII phases that sorb phosphorus, which are then subsequently 326 

dissolved during reduction events 68, 72, 73.  

 328 

Longer O2 perturbations lead to higher CH4 emissions  
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In contrast to our Fe reduction results, anaerobic CH4 emissions increased when we lengthened 330 

the O2 exposure intervals (Figs. 2 and 3). While the general pattern of instantaneous CH4 flux 

was similar across treatments (i.e., increasing CH4 flux over the 6-d anoxic period followed by a 332 

sharp decrease during oxic periods), CH4 fluxes were more pronounced in the Ox-72 and Ox-24 

treatments than in the Ox-8 treatments (Fig. 2b). Cumulative CH4 fluxes decreased significantly 334 

with decreasing oxic exposure length (Ox-72 > Ox-24 > Ox-8), with the Ox-24 treatment 

maintaining similar CH4 fluxes to the pre-conditioning cycles (which had 24-h oxic periods) 336 

(Fig. 3b and S). Thus, lengthening the oxic exposure to 72 hrs increased CH4 fluxes, while 

decreasing oxic exposure to 8 hrs decreased CH4 fluxes. 338 

FeIII reduction is well known to suppress methane production in soils, as Fe reducers can 

outcompete methanogens for acetate or H2 31, 74. This is likely why within each anoxic interval, 340 

we do not see CH4 emissions begin to increase until Fe reduction rates begin to decline (Fig. 2 

and 3). Higher Fe reduction rates in the shorter τoxic treatments could thus be expected to 342 

suppress methane emissions more than in longer τoxic treatments (Fig. 2 and 3). To examine this, 

we plotted rates of FeII and CH4 for each treatment and found the FeII:CH4 production regression 344 

slope shifts from 0.29 to 1.32 for the Ox-72 to Ox-8 treatments (Fig. S11, Table S7), consistent 

with greater anaerobic FeII production and lower anaerobic CH4 fluxes following shorter O2 346 

exposure (Fig. S12, Table S7). The generation of rapidly reducible SRO FeIII phases during each 

oxidation event undoubtably fuels Fe reducer activity. As others have separately shown, 348 

experimental additions of SRO FeIII to similar Luquillo Experimental Forest (LEF) soils can 

stimulate iron-reducers to outcompete methanogens 31. What is less clear is why longer oxic 350 

exposure length appears to diminish FeII production more than CH4 emissions. 

 352 
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Anaerobe tolerance to O2 

The ability of anaerobic organisms to tolerate periodic exposure to molecular oxygen is 354 

essential for them to survive and thrive in redox fluctuating environments and we have shown 

previously that organisms populating the LEF soils are adapted to frequent redox shifts 20, 28, 40. 356 

In our current experiment, it appears that longer O2 exposure has a negative effect on the activity 

of Fe reducers, but that methanogens are not similarly constrained. In fact, in the Ox-72 358 

treatment, where Fe reduction rates were the lowest, CH4 fluxes begin to increase immediately 

upon the initiation of the τanoxic interval, whereas in the Ox-24 and Ox-8 treatment, CH4 fluxes 360 

were typically delayed for ~48 h (Fig. 2). As was the case for Fe reducers, we observed no 

significant differences in the relative abundance of methanogens across the treatments (Fig 5b), 362 

but this does not preclude differences in activity75. The dominant methanogen was 

Methanobacterium sp. (Fig. 5b), which can recovery rapidly following O2 exposure 76, 77. Indeed, 364 

although methanogens are strict anaerobes, recent findings suggest they are less affected by O2 

exposure than often appreciated 30, 76-78, with some species producing CH4 even when cultured 366 

with low levels of O2 (up to 1%) 79. While it is understood that longer O2 exposure can lower 

subsequent anaerobic activity for methanogen cultures 80, recovery times can be as short as 1-day 368 

76 and full viability can often be preserved after week to month long exposures to O2 81, 

especially when low-redox microsites or other anaerobic microbes are present 31, 76, 82. More 370 

complex interactions between iron and methane might also explain the suppression of CH4 fluxes 

during periods of high Fe reduction, such as the coupling of anaerobic oxidation of methane to 372 

Fe reduction by methanotrophic archaea and bacteria 83, 84 or direct interspecies electron transfer 

(DIET) processes 85, 86, which link Fe reducers, methanotrophs, and methanogens 87. 374 
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Environmental Implications 376 

Our findings illustrate that the duration of oxygen exposure is a particularly important 

determinant of Fe reduction rates—a fundamental ecosystem process in upland soils. Short 378 

periods of oxygen exposure are likely to drive rapid Fe reduction, whereas longer oxic exposure 

might hinder Fe reduction. Likely as a consequence of this control on Fe reduction, we found 380 

that the amount of time redox-dynamic soils are exposed to oxygen can affect the balanced of 

iron reduction and methane emissions in the subsequent anoxic interval. For soils exposed to 6 d 382 

of anoxia, as oxygen exposure decreases from 72 to 24 to 8 hours, the subsequent anaerobic 

intervals have higher Fe reduction rates and lower CH4 emissions, with no change in CO2 fluxes. 384 

The influence of variable redox conditions on an ecosystem manifest through the timescales 

and rates of the governing processes 88. For instance, a key consequence of a shift from oxic to 386 

anoxic conditions is the solubilization of phosphorus 68, 89, 90, organic matter 10, 19, 91, and various 

contaminant metals 92-94 associated with the reductive dissolution of high surface area Fe oxides 388 

that often sorb these constituents 95. But, the release of these constituents is governed by the 

kinetics of Fe reduction, which can be sluggish or extremely rapid depending on environmental 390 

conditions. Frequent redox fluctuations have been shown previously14 and theoretically23 to favor 

high Fe reduction rates, and here we now show that specifically the length of O2 exposure 392 

modulates Fe reduction rates. Soil ecosystems that favor short periods of oxygenation of soil 

microsites, should also favor faster Fe reduction rates, and greater releases of sorbed 394 

constituents.  

Our study probed the biogeochemical dynamics of a single microsite by forcing microbial 396 

competition in a slurried soil reactor. Stimulating Fe reduction has long been shown to curtail 

methane production in wetlands and soil systems. With spatial heterogeneity minimized, our 398 
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work here suggests methanogens will be less affected by longer O2 exposure than Fe reducers, 

and thus might have a competitive advantage in systems become oxygenated for long periods of 400 

time, such as through extensive soil drainage or drying. Conversely, we might expect frequent, 

short aeration events to minimize to methane production in systems with appreciable Fe redox 402 

cycling.  

 404 

Supporting Information 

The Supporting Information contains four sections comprising twelve additional figures, seven 406 

additional tables, and three additional method descriptions. 
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TABLE AND FIGURES 

 440 

 

Table 1. Treatments for different oscillation periods and τoxic or τanoxic durations in hours (and 442 

days). 

 444 
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 448 

  

 450 
Figure 1. Soil FeII dynamics (mean ± 1 standard deviation) for soils incubated with multiple 

headspace redox treatments, including a pre-conditioning period (τoxic = 24 h), a fully oxic 452 
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treatment, and three treatments with decreasing τoxic of 72, 24, and 8 h (a, b, and c, respectively). 

In the oxic control treatment (non-fluctuating), FeII concentrations remained steady (3.8 ± 0.5 454 

mmol kg-1) throughout the experiment. See anoxic control in Fig. S7. 

  456 
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Cycle 1 Cycle 2 Cycle 3 

 458 

  
Figure 2. (a) FeII concentrations normalized to initial concentration at each cycle (mean ± 1 460 

standard deviation) over anoxic conditions (τanoxic) only, for the treatments with decreasing τoxic of 

72, 24, and 8 h; (b) Cumulative CH4 normalized to initial concentration at each cycle (mean ± 1 462 

standard deviation) over anoxic conditions (τanoxic) only, for the treatments with decreasing τoxic of 

72, 24, and 8 h. 464 
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 466 

Figure 3. (a) Averaged Fe reduction rates with n=3 redox cycles for the pre-conditioning and 

treatments with τoxic of 72, 24, and 8 h. (b) Cumulative CH4 during τanoxic for each treatment. 468 

Lowercase letters in parentheses (a and b) indicate significant differences at the 5% probability 

level. The error bars indicate a ± 1 standard deviation. Summary of results: Alterations in FeII 470 

and CH4 during anoxic conditions (τanoxic), with changes in the preceding τoxic for the different 

treatments. 472 
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Figure 4. Mössbauer spectra (50 K, 35 K, 25 K, 13 K, 5 K) for soils collected at the end of the 

last (third) oxic interval, for the redox oscillation treatments Ox-72 and Ox-8. For each spectrum, 474 
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the black line corresponds to the total calculated fit, through the discrete data points. The 

resolved spectral components and assignments are: (1) Q-FeIII-1, the deep central doublet (blue 476 

line) corresponding to FeIII in aluminosilicates or organic matter; (2) QFeII-1, the wider ferrous 

doublet corresponding to adsorbed FeII or FeII in clays or organic matter (green line); (3) Q-FeII-2 478 

the narrow ferrous doublet corresponding to ilmenite (brown line); (4) HFD-OxHy-1, the 

dominant sextet (purple line) corresponding to FeIII-oxyhydroxides that are magnetically ordered; 480 

(5) HFD-(b)OxHy the collapsed ‘sextet’ corresponding to FeIII oxyhyroxides near their blocking 

temperature; and (6) H-(b)FeII partially magnetically ordered FeII phase. Detailed fitting 482 

parameters are provided in the Supplementary Material (Table S3 and S6).    

  484 
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Figure 5. Soil microbial composition for iron-reducers (a) and methanogens (b) composition 486 

sampled in the last/third anoxic event for treatments Ox-72 and Ox-8 (with long and short 

(b) 

(c) 
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preceding oxidation exposure). (c) Principal coordinates analysis (PCoA) of microbial 488 

community 16S gene for all treatments evidencing a separation in microbial populations 

according to the preceding oxidation time (τoxic) for the redox oscillation treatments. 490 
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SECTION 1 

MÖSSBAUER SPECTROSCOPY FOR THE SOILS UNDER REDOX OSCILLATIONS 

 

The details regarding the analysis for Mössbauer Spectroscopy was adapted from Chen, 

et al. 1, at the temperatures 50 K, 35 K, 25 K, 13 K, and 5 K. For the soil samples collected at the 

end of the last (third) oxic interval of the treatments Ox-72, Ox-24, Ox-8, and for the soil at the 

beginning of the experiment (initial soil), we performed Mössbauer spectral fitting by using the 

Voigt-based fitting method of Rancourt and Ping 2 as implemented in the RecoilTM software. For 

each Fe mineral phase, the relative abundance was obtained from the spectral fitting as a fraction 

of the total Fe spectral area. All errors for Mossbauer fitting parameters were acquired as two-

standard deviation (2σ) errors, computed by RecoilTM. This presumes equal Mossbauer recoilless 

fractions to compute the abundance of all Fe phases detected.  

The Mössbauer spectra represents a Fe-bearing solid phase or correlates to a cluster of 

unresolved solid phase-Fe. The spectral components may form a doublet, sextet, octet, or a 

collapsed sextet, which indicates a solid phase near the temperature for magnetic ordering 

temperature (TN). Solid phase-Fe display an intermediate shape between a doublet and full sextet 

at the temperature near TN, filling the area between the superior baseline and the inverse 

depressions of the peaks. Our approach was to use a separate collapsed sextet component 

(containing exceedingly large line widths and Bhf = 0 T). 

Across the five collected temperatures (50 K, 35 K, 25 K, 13 K, and 5 K), we determined 

six distinct spectral components. The resolved spectral components and assignments are the 

following: (1) Q-FeIII-1, the deep central doublet, corresponding to FeIII in aluminosilicates or 

organic matter; (2) QFeII-1, the wide ferrous doublet corresponding to adsorbed FeII or FeII in 

clays/organic matter (green line); (3) Q-FeII-2 the narrow ferrous doublet corresponding to FeII 

in ilmenite (brown line); (4) HFD-OxHy-1, the dominant sextet, corresponding to FeIII-

oxyhydroxides that are magnetically ordered; (5) HFD-(b)OxHy the collapsed ‘sextet’, 

corresponding to FeIII oxyhyroxides near their blocking temperature; and (6) H-(b)FeII partially 

magnetically ordered FeII phase. Mössbauer spectra for each sample are presented in Figures S3 

to S6, and detailed fitting parameters are provided in Tables S2 to S5.    
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SECTION 2 

METHODS FOR MICROBIAL ANALYSIS 

DNA extraction 

DNA was extracted from soil slurry in duplicates following a modified phenol 

chloroform nucleic acid extraction method as follows. In lysing matrix E tubes, 0.25g of soil 

slurry was combined with 0.5 mL Extraction buffer (350mM K-PO4, 0.7M NaCl, 50mM EDTA), 

0.5 mL equilibrated phenol:chloroform:isoamyl alcohol (25:24:1, pH8), 30uL β-Me, and 20uL 

BSA (400mg/mL). Cells were lysed via bead beating on Fast-prep for 45 sec at 6.5 m s-1. NaCl 

(0.7M final) and CTAB/NaCl (added at 1:10 volume) were added and vortexed. Tubes were 

cooled tubes on ice for 1 min and centrifuged for 5 min at 16,000 x g at 4°C. Aqueous layer was 

transferred to new 2mL microfuge tube and reserved on ice. Soils were then back extracted by 

adding 85 uL 5M NaCl and 0.5 mL Extraction Buffer to soil pellet. Samples were vortexed to 

mix well and centrifuged for 5 min at 16,000 x g at 4°C. Aqueous layer was removed and pooled 

with first aqueous layer collected. Aqueous layer was washed 1:1 with chloroform:isoamyl 

alcohol (24:1) and emulsified via vortexing for 15s followed by centrifugation for 5 min at 

16,000 x g at 4°C. The new aqueous layer was transferred to a new 2 mL tube. Nucleic acids 

were recovered by adding 40% PEG/1.6M NaCl to the 2ml tube, mixed by inversion (~10 times) 

and incubated at 4°C (on ice) for 2 hours. After cold incubation, samples were centrifuged 30 

min at 16,000 x g at 4°C. Nucleic acid pellet was washed twice with by vortexing with 1 mL 

70% ice cold ethanol followed by centrifugation for 10 min at 16,000 x g at 4°C and decanting. 

Nucleic acid pellets were air dried and resuspended in 50 µL TE.  

 

Sequencing 

Extracted DNA from the samples were submitted for 16S gene sequencing at Argonne 

National Laboratory Next Generation Sequencing Core Facility. ANL Core Facility generated 

16S amplicons using custom barcoded 515f-806r primers designed by Caporaso, et al. 3. All 

samples were multiplexed and paired end sequencing (2x250) was performed on the MiSeq 

(Illumina).  

 

Analysis 
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Sequence reads were demultiplexed (split_libraries_fastq.py) using Qiime (v1.9.1)4 via 

MacQiime v1.9.1. Sequences were then quality controlled using the dada2 framework5. Briefly, 

sequences were length trimmed based on quality profiles, then sequences with max number of 

‘N’ > 0 and/or maxed expected error > 2 were removed. Then paired reads were merged and 

collated into an OTU table. Finally, chimeras were removed and taxonomy was assigned using 

Silva v132 (nr) taxonomy reference database6. Quality controlled sequences were aligned using 

Muscle (v3.8.31)7, then used to build a phylogenetic tree using FastTree (v2.1.10)8. 

The OTU table and taxonomy table generated in dada2, the phylogenetic tree and 

associated metadata were used to create a Phyloseq (v3.7)9 object in R (v3.4.1)10 (http://www.R-

project.org/). Sample libraries with less than 8,000 reads were removed from the dataset and 

reads in remaining libraries were normalized using DeSeq2 v1.18.1 variance stabilization11 R 

packages dplyr (v0.7.3)12, vegan (v2.5-1)13, and ggplot2 (v2.2.1)14 were used for alpha and beta 

diversity analyses and statistical analyses.   
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SECTION 3 

ACETATE ANALYSES BY NMR 

 

For the collected aqueous phase samples at the end of the last (third) oxic interval for the 

treatments Ox-72, Ox-24, Ox-8, and Pre-Conditioning, metabolite analyses (acetate) were 

performed by Nuclear magnetic resonance spectroscopy (NMR). The aqueous extracts (180 uL) 

were diluted with perdeuterated sodium 4,4-dimethyl-4-silapentane-1-sulfonate (DSS-d6) in D2O 

(5 mM, 20 uL). The resulting 0.5 mM dDSS (4,4-dimethyl-4-silapentane-1-sulfonic acid) in 10% 

D2O/ 90% H2O were used as an internal calibrant. The Varian Direct Drive 600-MHz NMR 

spectrometer (with a 5-mm triple resonance cold probe) was used to collect the NMR spectra for 

all samples. The samples were analyzed in 3 mm NMR tubes, with the temperature regulated at 

298 K. Chemical shifts were due to the 1H or 13C methyl signals, in DSS-d6 at 0 ppm. The 90° 

1H pulse was calibrated before the measurement of each sample. The spectra for the one-

dimensional 1H were obtained with the Varian pulse sequence, containing a spectral width of 12 

ppm and 512 transients. The acquisition time was 4 s, followed by a relaxation delay of 1.5 s 

during which pre-saturation of the water signal was applied, and the NOESY mixing time was 

100 ms. Time domain free induction decays (57472 total points) were zero filled to 131072 total 

points prior to Fourier transform. 

The 1D 1H spectra were manually phased, baseline corrected, assigned metabolite 

identifications, and computed using Chenomx NMR Suite 8.3. The identification for each 

metabolite was performed by matching the chemical shift, J-coupling and intensity of 

experimental signals against compound signals in the Chenomx, Human Metabolome Database 

(HMDB) and custom in-house databases. Spectra were quantified based on intensity relative to 

the 0.5mM DSS-d6 (CAS-no 284664-85-3) internal standard. Spike-in amendments of acetate 

(ca. ~20 uM ) were made into 4 representative samples to further confirm this metabolite 

identification. 
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SECTION 4 

FIGURES AND TABLES 

 

 

 

 

 

Figure S1 Components of a hypothetical redox oscillation cycle, proposed in Barcellos, et al. 15. 
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Figure S2. Soil sample sieved at 2 mm inside the 95%:5%:0% (N2:H2:O2) glovebox Coy chamber. Soils 

from Bisley watershed (valley topographic position), Puerto Rico. 
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Figure S3. Mössbauer spectra (5 K) for the soil at the beginning of the redox oscillation experiment 
(initial soil). For each spectrum, the black line corresponds to the total calculated fit, through the discrete 
data points. Detailed fitting parameters are provided in the Table S3. The resolved spectral components 
and assignments are: (1) Q-Fe

III
-1, the deep central doublet (blue line) corresponding to FeIII in 

aluminosilicates or organic matter; (2) QFe
II
-1, the wide ferrous doublet corresponding to adsorbed FeII 

or FeII in clays/organic matter (green line); (3) Q-Fe
II
-2 the narrow ferrous doublet corresponding to FeII 

in ilmenite (brown line); (4) HFD-OxHy-1, the dominant sextet (purple line) corresponding to FeIII-
oxyhydroxides that are magnetically ordered; (5) HFD-(b)OxHy the collapsed ‘sextet’ corresponding to 
FeIII oxyhydroxides near their blocking temperature; and (6) H-(b)FeII partially magnetically ordered FeII 
phase. 
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Figure S4. Mössbauer spectra (50 K, 35 
K, 25 K, 13 K, 5 K) for soils collected at 
the end of the last (third) oxic interval, 
for the redox oscillation treatment Ox-72 
(oxygenation for 72 h). For each 
spectrum, the black line corresponds to 
the total calculated fit, through the 
discrete data points. Detailed fitting 
parameters are provided in the 
Supplementary Material (Table S4). The 
resolved spectral components and 
assignments are: (1) Q-Fe

III
-1, the deep 

central doublet (blue line) corresponding 
to FeIII in aluminosilicates or organic 
matter; (2) QFe

II
-1, the wide ferrous 

doublet corresponding to adsorbed FeII or 
FeII in clays/organic matter (green line); 
(3) Q-Fe

II
-2 the narrow ferrous doublet 

corresponding to FeII in ilmenite (brown 
line); (4) HFD-OxHy-1, the dominant 
sextet (purple line) corresponding to 
FeIII-oxyhydroxides that are magnetically 
ordered; (5) HFD-(b)OxHy the collapsed 
‘sextet’ corresponding to FeIII 
oxyhyroxides near their blocking 
temperature; and (6) H-(b)FeII partially 
magnetically ordered FeII phase. 
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Figure S5. Mössbauer spectra (50 K, 35 
K, 25 K, 13 K, 5 K) for soils collected at 
the end of the last (third) oxic interval, for 
the redox oscillation treatment Ox-24 
(oxygenation for 24 h). For each 
spectrum, the black line corresponds to 
the total calculated fit, through the 
discrete data points. Detailed fitting 
parameters are provided in the 
Supplementary Material (Table S5).  The 
resolved spectral components and 
assignments are: (1) Q-Fe

III
-1, the deep 

central doublet (blue line) corresponding 
to FeIII in aluminosilicates or organic 
matter; (2) QFe

II
-1, the wide ferrous 

doublet corresponding to adsorbed FeII or 
FeII in clays/organic matter (green line); 
(3) Q-Fe

II
-2 the narrow ferrous doublet 

corresponding to FeII in ilmenite (brown 
line); (4) HFD-OxHy-1, the dominant 
sextet (purple line) corresponding to FeIII-
oxyhydroxides that are magnetically 
ordered; (5) HFD-(b)OxHy the collapsed 
‘sextet’ corresponding to FeIII 
oxyhyroxides near their blocking 
temperature; and (6) H-(b)FeII partially 
magnetically ordered FeII phase. 
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Figure S6. Mössbauer spectra (50 K, 35 
K, 25 K, 13 K, 5 K) for soils collected at 
the end of the last (third) oxic interval, for 
the redox oscillation treatment Ox-8 
(oxygenation for 8 h). For each spectrum, 
the black line corresponds to the total 
calculated fit, through the discrete data 
points. Detailed fitting parameters are 
provided in the Supplementary Material 
(Table S6).  The resolved spectral 
components and assignments are: (1) Q-

Fe
III

-1, the deep central doublet (blue 
line) corresponding to FeIII in 
aluminosilicates or organic matter; (2) 
QFe

II
-1, the wide ferrous doublet 

corresponding to adsorbed FeII or FeII in 
clays/organic matter (green line); (3) Q-

Fe
II
-2 the narrow ferrous doublet 

corresponding to FeII in ilmenite (brown 
line); (4) HFD-OxHy-1, the dominant 
sextet (purple line) corresponding to FeIII-
oxyhydroxides that are magnetically 
ordered; (5) HFD-(b)OxHy the collapsed 
‘sextet’ corresponding to FeIII 
oxyhyroxides near their blocking 
temperature; and (6) H-(b)FeII partially 
magnetically ordered FeII phase. 



S12 

 

 

Figure S7. FeII dynamics (mean ± 1 standard deviation) for all treatments together including 

fully-oxic and fully-anoxic controls. In the fully-anoxic treatment (non-fluctuating), FeII 

concentrations increased continuously and peaked at 185 ± 16 mmol kg-1 at the end (equal to 

approximately half the soil’s SRO-FeIII content of 439 ± 7 mmol kg-1. 
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Figure S8. Acetate (μmol L-1) in the aqueous phase of the reactors, sampled in the last (third) 

oxidation event for the treatments (Ox-72, Ox-24, and Ox-8) and for the pre-conditioning. 

Analyses performed in NMR for liquid samples. Different lowercase letters in parentheses indicate 

significant differences at the 5% probability level (ANOVA with Tukey HSD test) for each 

metabolite. The error bars indicate a ± 1 standard deviation. 
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Figure S9. Cumulative CO2 during τanoxic for each treatment. Lowercase letters in parentheses (a 

and b) indicate significant differences at the 5% probability level. The error bars indicate a ± 1 

standard deviation. 
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(d) 

Figure S10. Instantaneous CH4 flux for all treatments together (a) and over the different 

treatments (b) to (d). The error bars indicate a ± 1 standard deviation. 
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Figure S11. Linear regressions for FeII concentrations vs cumulative CH4, under anoxic 

conditions only, for all treatments. Asterisks represents slopes that are significant at 5% probably 

for the linear models. 
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Figure S12. Soil FeII concentrations and cumulative CH4 during anoxic conditions, comparing 

different previous exposed τoxic of 8, 24, and 72 h treatments. 
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Table S1. Total elemental analysis for initial native soil sample (no treatments or chemicals added). Soils 
from Bisley watershed, Puerto Rico. 

Fe Al Si Ca Mg Na K Ti Mn P 
----------- mmol kg-1 -------- -------------------------------------- % --------------------------------------- 

943 2501 13636 1.54 0.65 1.00 0.43 0.39 0.14 0.035 

Short-range-ordered Iron phases by citrate-ascorbate extration16 (SRO-FeIII) = 439 ± 7 mmol kg-1. 
 

 

 

 

 

Table S2. Dissolved oxygen (DO) concentrations exposed to anoxic conditions, from soil slurries 
previously exposed to oxic conditions. Zero time is still under oxic condition, measurements taken right 
before placing inside the anoxic chamber. Soils from Bisley watershed, Puerto Rico. 

Time exposed to anoxic conditions Dissolved Oxygen (DO) 

Hours μg L-1 
0 9800 ± 100 

0.05 2967 ± 208 
0.1 1068 ± 46 
2 241 ± 13 
5 119 ± 9 
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Table S3. Mössbauer spectral parameters for the soil at the beginning of the redox oscillation experiment 

(initial soil). The spectra are presented in Figure S3. 

 

 

  

TABLE S3: Mössbauer Spectral Parameters for the soil at the beginning of the redox oscillation experiment (initial
soil). The spectra are presented in Figure S3.

Sample Phase Area CS or �0 ✏ P � or H � QS or H �
2
⌫

Inital Soil 5K QSD site 1 9.69(44) 0.4648(84) n/a 100⇤ 0.650(13) 0.195(20) 0.65 2.08
QSD site 2 1.78(36) 1.230(28) n/a 100⇤ 2.903(56) 0.11(12) 2.9
QSD site 3 5.19(49) 0.923(15) n/a 100⇤ 0.983(27) 0.252(47) 0.98
HFD site 1 61.3(14) 0.4798(29) -0.0970(29) 42.7068⇤ 49.572(38) 0.923(65) 48.35

57.3(24) 47.45(16) 3.67(12)
HFD site 2 20.2(12) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

(BG = 4.4 MC/ch) HFD site 3 1.8(15) 1.47⇤ 1⇤ 100⇤ 0⇤ 11.5⇤ 9.18

BG = background level, in mega-counts per channel (MC/ch).

Phase = assigned spectral component, as described in the text.

CS or �0 = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of

a given spectral component, given in mm s
�1

.

QS = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of a given

spectral component, given in mm s
�1

.

� = the Gaussian standard deviation width of a given Gaussian component of a given QSD or HFD.

P = the weight factor (%) for a given Gaussian component in a given QSD or HFD.

H and H = the average magnitude of the hyperfine field (expressed as an excited state Zeeman splitting, in Torr (T), in a given HFD of a given

sextet spectral component, or all components, respectively.

� = the average magnitude of the quadrupole splitting in a given QSD of a given doublet spectral component, given in mm s
�1

.

✏ = the average magnitude of the slave distribution of quadrupole shifts (✏) associated to a given HFD of a given sextet spectral component, given

in mm s
�1

.

�
2
⌫ = the reduced chi-squared value for the fit: chi-squared (�

2
) divided by the number of degrees of freedom (⌫). It has an ideal value of 1 for a

correct model.

All fits performed using the Voigt-based fitting method of Rancourt and Ping (1991) with the Recoil
TM

software.

All fitting and calculated parameters are as defined in by Rancourt and Ping (1991).

All � � 1 couplings between CS and H (or DELTA) were taken to be zero.

All line-1 to line-2 area ratios in all (distributed) elemental doublets were taken to be 1.

All line-2/line-3 and line-1/line-3 area ratios in all (distributed and symmetric) elemental sextets were taken to be 2 and 3, respectively.

All ✏ � 1 couplings between epsilon and H (in a HFD) are taken to be 0.

All Lorentzian half widths at half maximum (HWHM) are set at 0.1425 mm s
�1

as measured on Fe foil standards on the instrument.

All center shifts (CS or �0) are given with respect to the CS of metallic Fe at 295K.
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Table S4. Mössbauer spectral parameters for soils collected at the end of the last (third) oxic interval, for 

the redox oscillation treatment Ox-72 (oxygenation for 72 h). The spectra are presented in Figure S4. 

 

 

 

 

TABLE S4: Mössbauer Spectral Parameters for soils collected at the end of the last (third) oxic interval, for the redox
oscillation treatment Ox-72 (oxygenation for 72 h). The spectra are presented in Figure S4.

Sample Phase Area CS or �0 ✏ P � or H � QS or H �
2
⌫

Ox-8 50K QSD site 1 21.04(98) 0.3573(91) n/a 100⇤ 0.882(15) 0.261(22) 0.88 1.11
QSD site 2 12.31(71) 1.074(11) n/a 100⇤ 3.183(23) 0.206(33) 3.18
QSD site 3 11.21(72) 0.8449(79) n/a 100⇤ 1.252(16) 0.053(57) 1.25
HFD site 1 39.8(14) 0.476(11) -0.132(11) 47.6378⇤ 48.66(11) 1.03(18) 46.17

52.4(62) 43.90(94) 5.10(54)
(BG = 1.2 MC/ch) HFD site 2 15.7(20) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-8 35K QSD site 1 17.29(67) 0.3404(68) n/a 100⇤ 0.919(11) 0.222(17) 0.92 1.17
QSD site 2 12.79(49) 1.0696(65) n/a 100⇤ 3.219(13) 0.159(21) 3.22
QSD site 3 13.13(58) 0.8311(60) n/a 100⇤ 1.255(12) 0.147(21) 1.25
HFD site 1 43.3(12) 0.4790(64) -0.1175(64) 54.4397⇤ 48.890(66) 1.14(13) 46.85

45.6(76) 44.41(81) 3.90(54)
(BG = 1.3 MC/ch) HFD site 2 13.5(15) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-8 25K QSD site 1 14.95(66) 0.3369(78) n/a 100⇤ 0.916(14) 0.187(22) 0.92 1.02
QSD site 2 12.82(54) 1.0746(80) n/a 100⇤ 3.195(16) 0.193(24) 3.19
QSD site 3 13.18(60) 0.8264(71) n/a 100⇤ 1.277(14) 0.161(24) 1.28
HFD site 1 46.4(11) 0.4780(60) -0.1189(60) 52.3824⇤ 49.202(66) 0.94(13) 47.52

47.6(69) 45.68(63) 3.33(36)
(BG = 1 MC/ch) HFD site 2 12.7(15) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-8 13K QSD site 1 14.08(59) 0.3342(79) n/a 100⇤ 0.920(14) 0.206(21) 0.92 1.33
QSD site 2 12.10(47) 1.0739(73) n/a 100⇤ 3.193(15) 0.187(23) 3.19
QSD site 3 12.44(52) 0.8318(63) n/a 100⇤ 1.272(12) 0.139(22) 1.27
HFD site 1 51.6(10) 0.4770(46) -0.1074(46) 57.0762⇤ 49.328(54) 1.02(10) 47.9

42.9(60) 46.00(58) 3.35(31)
(BG = 1.4 MC/ch) HFD site 2 9.8(14) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-8 5K QSD site 1 14.8(18) 0.404(19) n/a 100⇤ 0.754(30) 0.272(48) 0.75 0.63
QSD site 2 9.3(14) 1.206(17) n/a 100⇤ 2.912(35) 0.185(64) 2.91
QSD site 3 5.6(12) 0.872(24) n/a 100⇤ 1.205(51) 0.06(14) 1.21
HFD site 1 45.0(42) 0.4737(84) -0.1122(84) 58.36⇤ 49.534(97) 0.81(18) 48.38

42(10) 46.76(96) 3.14(53)
HFD site 2 17.0(54) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

(BG = 3.3 MC/ch) HFD site 3 8.3(57) 1.24(25) 1⇤ 100⇤ 0⇤ 11.5(68) 9.16

BG = background level, in mega-counts per channel (MC/ch).

Phase = assigned spectral component, as described in the text.

CS or �0 = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of

a given spectral component, given in mm s
�1

.

QS = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of a given

spectral component, given in mm s
�1

.

� = the Gaussian standard deviation width of a given Gaussian component of a given QSD or HFD.

P = the weight factor (%) for a given Gaussian component in a given QSD or HFD.

H and H = the average magnitude of the hyperfine field (expressed as an excited state Zeeman splitting, in Torr (T), in a given HFD of a given

sextet spectral component, or all components, respectively.

� = the average magnitude of the quadrupole splitting in a given QSD of a given doublet spectral component, given in mm s
�1

.

✏ = the average magnitude of the slave distribution of quadrupole shifts (✏) associated to a given HFD of a given sextet spectral component, given

in mm s
�1

.

�
2
⌫ = the reduced chi-squared value for the fit: chi-squared (�

2
) divided by the number of degrees of freedom (⌫). It has an ideal value of 1 for a

correct model.

All fits performed using the Voigt-based fitting method of Rancourt and Ping (1991) with the Recoil
TM

software.

All fitting and calculated parameters are as defined in by Rancourt and Ping (1991).

All � � 1 couplings between CS and H (or DELTA) were taken to be zero.

All line-1 to line-2 area ratios in all (distributed) elemental doublets were taken to be 1.

All line-2/line-3 and line-1/line-3 area ratios in all (distributed and symmetric) elemental sextets were taken to be 2 and 3, respectively.

All ✏ � 1 couplings between epsilon and H (in a HFD) are taken to be 0.

All Lorentzian half widths at half maximum (HWHM) are set at 0.1425 mm s
�1

as measured on Fe foil standards on the instrument.

All center shifts (CS or �0) are given with respect to the CS of metallic Fe at 295K.
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Table S5. Mössbauer spectral parameters for soils collected at the end of the last (third) oxic interval, for 

the redox oscillation treatment Ox-24 (oxygenation for 24 h). The spectra are presented in Figure S5. 

 

 

 

TABLE S5: Mössbauer Spectral Parameters for soils collected at the end of the last (third) oxic interval, for the redox
oscillation treatment Ox-24 (oxygenation for 24 h). The spectra are presented in Figure S5.

Sample Phase Area CS or �0 ✏ P � or H � QS or H �
2
⌫

Ox-24 50K QSD site 1 29.8(15) 0.3817(97) n/a 100⇤ 0.833(16) 0.290(23) 0.83 0.67
QSD site 2 15.7(10) 1.098(12) n/a 100⇤ 3.184(24) 0.204(35) 3.18
QSD site 3 11.91(98) 0.854(10) n/a 100⇤ 1.243(21) 0.053(74) 1.24
HFD site 1 30.7(17) 0.481(14) -0.130(14) 68.0536⇤ 48.70(13) 0.99(28) 47.13

32(19) 43.8(28) 3.5(21)
(BG = 5.5 MC/ch) HFD site 2 11.9(27) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-24 35K QSD site 1 24.1(19) 0.372(15) n/a 100⇤ 0.862(24) 0.263(37) 0.86 0.66
QSD site 2 16.1(15) 1.114(18) n/a 100⇤ 3.146(37) 0.257(50) 3.15
QSD site 3 13.2(15) 0.852(16) n/a 100⇤ 1.249(33) 0.142(57) 1.25
HFD site 1 36.7(24) 0.491(18) -0.113(18) 72.2531⇤ 48.82(25) 1.27(34) 47.36

28(25) 43.5(37) 3.1(29)
(BG = 2.9 MC/ch) HFD site 2 9.8(39) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-24 25K QSD site 1 21.4(14) 0.354(12) n/a 100⇤ 0.867(21) 0.207(31) 0.87 0.66
QSD site 2 14.4(11) 1.095(16) n/a 100⇤ 3.170(32) 0.221(45) 3.17
QSD site 3 12.5(12) 0.850(13) n/a 100⇤ 1.247(25) 0.098(57) 1.25
HFD site 1 38.5(20) 0.490(13) -0.107(13) 49.1033⇤ 49.29(14) 0.70(28) 47.78

51(13) 46.3(11) 3.07(63)
(BG = 3.9 MC/ch) HFD site 2 13.3(30) 0.49⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-24 13K QSD site 1 17.4(16) 0.370(18) n/a 100⇤ 0.850(30) 0.226(47) 0.85 0.66
QSD site 2 15.2(14) 1.133(20) n/a 100⇤ 3.081(41) 0.282(55) 3.08
QSD site 3 12.8(14) 0.845(16) n/a 100⇤ 1.243(32) 0.129(59) 1.24
HFD site 1 43.1(24) 0.470(13) -0.133(13) 31.5236⇤ 49.58(15) 0.25(46) 48.58

68.5(86) 48.12(45) 2.89(41)
(BG = 2.8 MC/ch) HFD site 2 11.6(36) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-24 5K QSD site 1 9.41(78) 0.397(13) n/a 100⇤ 0.822(31) 0.252(45) 0.82 0.94
QSD site 2 7.99(65) 1.226(12) n/a 100⇤ 2.902(24) 0.205(39) 2.9
QSD site 3 5.64(57) 0.846(14) n/a 100⇤ 1.217(26) 0.108(52) 1.22
HFD site 1 46.5(20) 0.4766(41) -0.1069(41) 52.6774⇤ 49.522(53) 0.756(97) 48.51

47.3(51) 47.38(35) 2.88(20)
HFD site 2 22.4(22) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

(BG = 1.9 MC/ch) HFD site 3 8.0(27) 1.56(19) 1⇤ 100⇤ 0⇤ 11.3(33) 9.04

BG = background level, in mega-counts per channel (MC/ch).

Phase = assigned spectral component, as described in the text.

CS or �0 = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of

a given spectral component, given in mm s
�1

.

QS = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of a given

spectral component, given in mm s
�1

.

� = the Gaussian standard deviation width of a given Gaussian component of a given QSD or HFD.

P = the weight factor (%) for a given Gaussian component in a given QSD or HFD.

H and H = the average magnitude of the hyperfine field (expressed as an excited state Zeeman splitting, in Torr (T), in a given HFD of a given

sextet spectral component, or all components, respectively.

� = the average magnitude of the quadrupole splitting in a given QSD of a given doublet spectral component, given in mm s
�1

.

✏ = the average magnitude of the slave distribution of quadrupole shifts (✏) associated to a given HFD of a given sextet spectral component, given

in mm s
�1

.

�
2
⌫ = the reduced chi-squared value for the fit: chi-squared (�

2
) divided by the number of degrees of freedom (⌫). It has an ideal value of 1 for a

correct model.

All fits performed using the Voigt-based fitting method of Rancourt and Ping (1991) with the Recoil
TM

software.

All fitting and calculated parameters are as defined in by Rancourt and Ping (1991).

All � � 1 couplings between CS and H (or DELTA) were taken to be zero.

All line-1 to line-2 area ratios in all (distributed) elemental doublets were taken to be 1.

All line-2/line-3 and line-1/line-3 area ratios in all (distributed and symmetric) elemental sextets were taken to be 2 and 3, respectively.

All ✏ � 1 couplings between epsilon and H (in a HFD) are taken to be 0.

All Lorentzian half widths at half maximum (HWHM) are set at 0.1425 mm s
�1

as measured on Fe foil standards on the instrument.

All center shifts (CS or �0) are given with respect to the CS of metallic Fe at 295K.
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Table S6. Mössbauer spectral parameters for soils collected at the end of the last (third) oxic interval, for 

the redox oscillation treatment Ox-8 (oxygenation for 8 h). The spectra are presented in Figure S6. 

 

 

 

TABLE S6: Mössbauer Spectral Parameters for soils collected at the end of the last (third) oxic interval, for the redox
oscillation treatment Ox-8 (oxygenation for 8 h). The spectra are presented in Figure S6.

Sample Phase Area CS or �0 ✏ P � or H � QS or H �
2
⌫

Ox-72 50K QSD site 1 25.6(19) 0.380(13) n/a 100⇤ 0.838(21) 0.281(31) 0.84 0.55
QSD site 2 13.7(13) 1.101(20) n/a 100⇤ 3.152(39) 0.258(51) 3.15
QSD site 3 10.8(12) 0.858(13) n/a 100⇤ 1.253(27) 0.05(11) 1.25
HFD site 1 36.1(25) 0.483(18) -0.110(18) 61.5807⇤ 48.55(16) 1.24(28) 45.69

38(13) 41.1(31) 6.1(23)
(BG = 4.8 MC/ch) HFD site 2 13.7(37) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-72 35K QSD site 1 21.0(19) 0.359(17) n/a 100⇤ 0.845(27) 0.251(41) 0.84 0.62
QSD site 2 14.1(15) 1.098(21) n/a 100⇤ 3.177(43) 0.254(56) 3.18
QSD site 3 11.8(15) 0.844(18) n/a 100⇤ 1.238(36) 0.134(63) 1.24
HFD site 1 43.7(29) 0.487(19) -0.123(19) 53.6259⇤ 48.85(18) 1.24(28) 46.1

46(10) 42.9(23) 6.2(13)
(BG = 3.7 MC/ch) HFD site 2 9.4(43) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-72 25K QSD site 1 22.3(17) 0.361(15) n/a 100⇤ 0.907(25) 0.259(39) 0.91 0.66
QSD site 2 15.3(13) 1.089(16) n/a 100⇤ 3.192(33) 0.209(47) 3.19
QSD site 3 14.0(14) 0.839(16) n/a 100⇤ 1.273(33) 0.172(51) 1.27
HFD site 1 41.7(24) 0.485(14) -0.120(14) 62.8113⇤ 49.24(16) 0.99(38) 47.89

37(31) 45.6(29) 2.7(18)
(BG = 5 MC/ch) HFD site 2 6.6(37) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-72 13K QSD site 1 18.2(16) 0.315(19) n/a 100⇤ 0.885(31) 0.247(46) 0.88 0.66
QSD site 2 13.0(13) 1.077(17) n/a 100⇤ 3.219(35) 0.175(56) 3.22
QSD site 3 14.0(14) 0.831(16) n/a 100⇤ 1.293(33) 0.173(53) 1.29
HFD site 1 46.9(24) 0.471(11) -0.106(11) 51.591⇤ 49.63(14) 0.66(30) 48.41

48(19) 47.1(12) 2.40(63)
(BG = 4.4 MC/ch) HFD site 2 7.8(36) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

Ox-72 5K QSD site 1 14.0(12) 0.424(13) n/a 100⇤ 0.745(26) 0.288(45) 0.75 0.71
QSD site 2 9.18(92) 1.229(13) n/a 100⇤ 2.894(26) 0.206(44) 2.89
QSD site 3 4.62(82) 0.849(26) n/a 100⇤ 1.159(58) 0.137(83) 1.16
HFD site 1 48.3(28) 0.4758(54) -0.1118(53) 55.7568⇤ 49.514(66) 0.84(12) 48.51

44.2(60) 47.25(50) 3.21(30)
HFD site 2 17.7(32) 0.48⇤ 0⇤ 100⇤ 0⇤ 20⇤ 15.96

(BG = 3 MC/ch) HFD site 3 6.1(37) 1.47(29) 1⇤ 100⇤ 0⇤ 11.5(60) 9.16

BG = background level, in mega-counts per channel (MC/ch).

Phase = assigned spectral component, as described in the text.

CS or �0 = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of

a given spectral component, given in mm s
�1

.

QS = the center shift of a Gaussian component in the quadrupole splitting distribution (QSD) of the hyperfine field distribution (HFD) of a given

spectral component, given in mm s
�1

.

� = the Gaussian standard deviation width of a given Gaussian component of a given QSD or HFD.

P = the weight factor (%) for a given Gaussian component in a given QSD or HFD.

H and H = the average magnitude of the hyperfine field (expressed as an excited state Zeeman splitting, in Torr (T), in a given HFD of a given

sextet spectral component, or all components, respectively.

� = the average magnitude of the quadrupole splitting in a given QSD of a given doublet spectral component, given in mm s
�1

.

✏ = the average magnitude of the slave distribution of quadrupole shifts (✏) associated to a given HFD of a given sextet spectral component, given

in mm s
�1

.

�
2
⌫ = the reduced chi-squared value for the fit: chi-squared (�

2
) divided by the number of degrees of freedom (⌫). It has an ideal value of 1 for a

correct model.

All fits performed using the Voigt-based fitting method of Rancourt and Ping (1991) with the Recoil
TM

software.

All fitting and calculated parameters are as defined in by Rancourt and Ping (1991).

All � � 1 couplings between CS and H (or DELTA) were taken to be zero.

All line-1 to line-2 area ratios in all (distributed) elemental doublets were taken to be 1.

All line-2/line-3 and line-1/line-3 area ratios in all (distributed and symmetric) elemental sextets were taken to be 2 and 3, respectively.

All ✏ � 1 couplings between epsilon and H (in a HFD) are taken to be 0.

All Lorentzian half widths at half maximum (HWHM) are set at 0.1425 mm s
�1

as measured on Fe foil standards on the instrument.

All center shifts (CS or �0) are given with respect to the CS of metallic Fe at 295K.
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Table S7. Linear regression of FeII concentration (mmol kg-1) and cumulative CH4 (µmol kg -1) 

with slopes and R2 for each treatment comparison. See Figure S9. 

Treatment Linear regression (FeII concentration vs Cumulative CH4) 
 Slope R2 
All treatments 0.33* 0.18 

Pre-conditioning 0.88* 0.77 

Ox-72 0.29* 0.62 

Ox-24 0.85* 0.65 

Ox-8 1.32 0.28 

*significant relationship between variables at the 5% probability level. 
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