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Abstract

The domain nesting of the icosahedral non-hydrostatic (ICON) model has been used operationally at Deutscher Wetterdienst

for several years. Now it was also made available for the atmospheric part of the ICON Earth system model. With this new

climate configuration, regionally higher resolved simulations without the additional use of a separate regional climate model

(RCM) are possible. Simulations were performed for the years 1979-2010 at a global resolution of about 80 km and a subdomain

over Europe at 40 km resolution. Two simulations with this setup were evaluated and compared: one with a feedback from the

regional subdomain to the global domain (two-way nesting) and one without feedback (one-way nesting). The mean atmospheric

state of both simulations on the global scale is only slightly different compared to a reference experiment. However, comparisons

to reanalyses show regionally distinct biases. The feedback from the subdomain to the global domain has a similar impact over

Europe as a globally higher resolution, indicating a stronger North-Atlantic Oscillation at higher horizontal resolution. Over

Europe, the skill is higher in the subdomain than in the global domain, but no systematic advantages can be attributed to the

feedback. Artifacts at the lateral boundaries of the regional subdomain, as they are known from RCM simulations, also occur

strongly in the simulation without feedback and are eliminated by allowing the feedback. A further reduction of resolution

dependency of model physics is supposed to improve particularly the simulation with feedback.
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Key Points:7

• A new configuration of a global climate model with domain nesting in the atmo-8

spheric part is introduced.9

• We demonstrate the functionality of the nesting and find a higher skill for Europe10

in the nest domain.11

• Technical details about the nesting in ICON are given in the appendix.12
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Abstract13

The domain nesting of the icosahedral non-hydrostatic (ICON) model has been used op-14

erationally at Deutscher Wetterdienst for several years. Now it was also made available15

for the atmospheric part of the ICON Earth system model. With this new climate con-16

figuration, regionally higher resolved simulations without the additional use of a sepa-17

rate regional climate model (RCM) are possible. Simulations were performed for the years18

1979-2010 at a global resolution of about 80 km and a subdomain over Europe at 40 km19

resolution. Two simulations with this setup were evaluated and compared: one with a20

feedback from the regional subdomain to the global domain (two-way nesting) and one21

without feedback (one-way nesting). The mean atmospheric state of both simulations22

on the global scale is only slightly different compared to a reference experiment. How-23

ever, comparisons to reanalyses show regionally distinct biases. The feedback from the24

subdomain to the global domain has a similar impact over Europe as a globally higher25

resolution, indicating a stronger North-Atlantic Oscillation at higher horizontal resolu-26

tion. Over Europe, the skill is higher in the subdomain than in the global domain, but27

no systematic advantages can be attributed to the feedback. Artefacts at the lateral bound-28

aries of the regional subdomain, as they are known from RCM simulations, also occur29

strongly in the simulation without feedback and are eliminated by allowing the feedback.30

A further reduction of resolution dependency of model physics is supposed to improve31

particularly the simulation with feedback.32

Plain Language Summary33

For climate simulations, Earth system models (ESM’s) are used, consisting of at34

least an ocean, an atmospheric, and a land model. At the time of writing, most ESM’s35

generate atmospheric data representative for regions of roughly 100 km × 100 km. Ad-36

ditional simulations with higher resolution are performed spanning not the entire globe,37

but geographically confined regions. Usually, a regional model, which is a separate at-38

mospheric model, is used for these. RCM’s typically resolve areas of 10 km × 10 km. In39

this study, we prepared a new configuration of the atmospheric part of an existing ESM,40

consisting of a global model and a regional model for Europe running at the same time.41

The results shown here demonstrate the applicability of this new configuration. One ad-42

vantage of the new model configuration is an easier handling from a technical point of43

view. Furthermore, the two models are kept closer to each other, which can improve es-44

pecially the regional model. We could not yet show this improvement in all aspects, but45

we discussed the steps necessary to do so. Our model configuration is thus a good com-46

promise between a computationally very expensive high-resolution global ESM and a com-47

pletely separate regional model.48

Keywords49

Regional climate model, CORDEX, CMIP, AMIP, Downscaling, Variable resolu-50

tion modeling51

1 Introduction52

The use of regional climate models (RCM’s) has a long tradition. Giorgi and Mearns53

(1999) and Rummukainen (2010) give comprehensive reviews. For the Coordinated Re-54

gional Downscaling Experiment (CORDEX; e.g. Kotlarski et al. (2014) for EURO-CORDEX,55

or Dosio et al. (2020) for CORDEX-Africa) being part of the Coupled Model Intercom-56

parison Project (CMIP) of the World Climate Research Program (WCRP), they are es-57

sential for the regionalization of global climate projections that had mainly horizontal58

resolutions on the order of 200 km at the time of CMIP5. At Deutscher Wetterdienst (DWD),59

RCM simulations are an important basis for climate services with a particular focus on60
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national concerns. For example, the vulnerability of the German transportation infras-61

tructure to impacts of climate change can be investigated in sufficient detail at higher62

resolutions only (Brienen et al., 2020).63

A drawback of using RCM’s is the strong dependence of simulation quality on the64

quality of the driving general circulation model (GCM). In most setups, the atmospheric65

and the ocean component are interactively coupled in the GCM only, which means that66

the ocean conditions in the domain of the uncoupled RCM cannot react to the higher67

resolved atmospheric simulation of the RCM. Moreover, each numerical model produces68

its own numerical approximation of the real physical state of the atmosphere, and the69

states of the driving GCM and the RCM can diverge considerably, particularly for do-70

mains with large land fraction and integrations extending over several decades. Nudg-71

ing at or near the model top can be used to reduce a drift of the RCM away from the72

physical state of the driving GCM in the inner part, apart from the prescribed ocean sur-73

face conditions. However, the discrepancy of physical states can cause strong artefacts74

near the lateral boundaries of the RCM (e.g. Giorgi et al. (1993), or Miguez-Macho et75

al. (2004)), especially at the outflow region, which cannot be eliminated by commonly76

used relaxation methods (Leps et al., 2019).77

At the same time, the resolution of GCMs is increasing, so that the benefit of RCM’s78

at spatial scales still needing a parametrization of deep convection is slowly starting to79

decrease. For CMIP6, the resolution in the historical and ScenarioMIP (O’Neill et al.,80

2016) experiments is around 100 km, which means a twofold increase compared to CMIP5.81

Moreover, the High Resolution Model Intercomparison Project (HighResMIP) has been82

defined (Haarsma et al., 2016). Its goal is to provide coupled global model simulations83

(historical and one scenario) at horizontal scales of at least 50 km in the atmosphere and84

0.25◦ in the ocean. First results show that a higher horizontal resolution of the ocean85

component or of both the atmospheric and the ocean component can decrease biases in86

both the ocean and the atmosphere (Gutjahr et al., 2019; Roberts et al., 2020). Demory87

et al. (2020) show that GCM simulations (“historicals”) at 25-50 km horizontal resolu-88

tion can yield similar scores concerning daily precipitation distribution as 12-50 km CORDEX89

simulations. However, GCM’s at resolutions higher than 50 km in the atmosphere and90

for time periods typically used in CMIP or CORDEX studies, are still rare owing to the91

high computational costs.92

The idea behind the effort presented here was to prepare a climate configuration93

of the icosahedral non-hydrostatic (ICON) model, which is capable of domain nesting.94

The nesting functionality is a general feature of ICON and running operationally with95

the numerical weather prediction version, with a global domain and a subdomain over96

Europe (ICON-EU). With a climate configuration of ICON global / ICON-EU, climate97

simulations with horizontal resolutions of up to 10 km in a subdomain could be achieved98

at a minimum of additional computing time and storage as well as without any additional99

pre-processing costs as they are necessary for the preparation of the lateral boundary100

conditions for traditional RCM simulations.101

Using domain nesting, one can take advantage of increased horizontal resolution102

in a particular region without the enormous increase of computing costs as for a glob-103

ally higher resolution. Neglecting the computational overhead for the nesting, the nest-104

ing is more efficient than a twofold higher resolution globally for subdomain sizes up to105

a global area fraction of 7/8. Depending on the resolution in the innermost nest, sep-106

arate RCM simulations can be avoided, but of course, the domain nesting cannot replace107

the use of RCM’s completely. RCM’s will be important in CMIP6 for the generation of108

regional ensembles of climate projections as in CORDEX, where different RCM’s are com-109

pared using the same forcing provided by a particular GCM or, conversely, simulations110

performed by an individual RCM using the forcing of different GCM’s. Also at convection-111

permitting scales, RCM’s are used, as e.g. in the CORDEX Flagship Pilot Studies (e.g.112

Coppola et al., 2020).113

As to the authors’ knowledge, the two-way nesting has been in use for regional mod-114

els for a long time (e.g. in the mesoscale model MM5, Zhang et al., 1986), but it was115

–3–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

not tested before in combination with a GCM. Atmospheric models capable of static grid116

refinement (i.e. with a uni-grid approach compared to the domain-nesting, which is a multi-117

grid approach) are for example CAM-SE (Zarzycki et al., 2014), MPAS-A (Skamarock118

et al., 2012), and the atmospheric part of E3SM (Rasch et al., 2019). They may equally119

be used for climate projections or forecasts with regionally higher resolved domains (e.g.120

Tang et al., 2019). An important difference is that physical parametrizations have to be121

scale-aware in such models while specific settings can be chosen for each domain in ICON.122

In ICON, however, the horizontal resolution of the subdomain can only be increased by123

a factor of two with respect to the parent domain, but several domains can be nested124

into each other.125

The aim of this article is to describe the nesting functionality for ICON-A, which126

is a configuration of the ICON model with ECHAM physics (Stevens et al., 2013), and127

to show first results of experiments with domain nesting and prescribed ocean surface128

conditions as well as possible impacts. The experiment with feedback of the subdomain129

to the global domain in the manner of a two-way nesting is compared to another exper-130

iment without feedback, where the subdomain can be regarded as an RCM.131

Additionally, a detailed description of the nesting in ICON in general is given in132

the Appendix.133

2 Model Description134

2.1 ICON in General135

The ICON model was jointly developed by the Max-Planck-Institute for Meteo-136

rology (MPI-M) and Deutscher Wetterdienst (DWD). It uses an unstructured triangu-137

lar grid and a set of non-hydrostatic equations with a Smooth Level Vertical (SLEVE)138

coordinate (Schär et al., 2002; Leuenberger et al., 2010), which was derived from the z-139

based terrain-following hybrid Gal-Chen-coordinate (Gal-Chen & Somerville, 1975). Prog-140

nostic variables are the edge-normal velocity component vn, the vertical velocity w, the141

virtual potential temperature θv, the total density of the air mixture ρ̄ = ρd +
∑
ρk142

and the mass fractions qk = ρk/ρ̄, with k ∈ {v, c, i, r, s, g}. The letters refer to water143

vapor, cloud water, cloud ice, rain, snow, and graupel, respectively, and d stands for dry144

air. For ICON-A as described by (Giorgetta et al., 2018), hereafter called G2018, only145

qv, qc, and qi are prognostic variables, while qr and qs are diagnostic. The quantities vn,146

w, θv, ρk and qk are density-weighted averages (Hesselberg, 1925) describing the mean147

flow.148

The dynamical core and the numerics of the non-hydrostatic ICON model are de-149

scribed by Zängl et al. (2015). Fast physics and advection is called every time step (from150

now on called large time step) and a dynamical sub-stepping is used to satisfy the sta-151

bility criterion for the horizontal propagation of sound waves. The ICON model can be152

used with two different physics packages:153

ICON-NWP is partly based on the COSMO model (Baldauf et al., 2011) and its154

main purpose is numerical weather prediction. Zängl et al. (2015) give an overview of155

its parametrizations. The large-eddy mode (ICON-LEM, Dipankar et al., 2015) is very156

similar to ICON-NWP with a Smagorinsky-Lilly-type turbulence parametrization instead157

of the turbulence scheme imported from the COSMO model (Doms et al., 2018).158

ICON-ECHAM physics are similar to those of ECHAM6 (Stevens et al., 2013), apart159

from necessary technical adaptations. They are used by the atmospheric component of160

the Earth system model ICON-ESM, which is called ICON-A (G2018).161

The lower boundary conditions of the atmosphere over land are provided by the162

JSBACHv4 land model, which is a complete re-write of JSBACHv3.2 to the new infras-163

tructure framework ICON-Land. JSBACHv3 has been the land component of the MPI-164

M ECHAM and MPIESM models used in many modeling studies over the last decades165

(Mauritsen et al., 2019). JSBACHv4 currently contains the fast physical, bio-geophysical,166

and bio-geochemical processes to describe the natural land carbon cycle, disturbances167
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and anthropogenic land cover change, which is a subset of the processes ported from JS-168

BACHv3.2 as described in Reick et al. (2021).169

In contrast to the JSBACHv4 configuration used in G2018, a five-layer snow model170

is applied, and the soil dynamics include freezing water and phase changes between liq-171

uid and frozen water (Ekici et al., 2014). In addition, plant productivity by photosyn-172

thesis, phenology (leaf area index), roughness lengths for momentum and heat, and vis-173

ible and near-infrared albedos are computed prognostically on 11 tiles representing sub-174

grid heterogeneity by plant functional types. For this study, transient land cover change175

was not activated.176

The adaptation of ICON-A to horizontal resolutions finer than 10 km, including177

a prognostic treatment of rain, snow, and graupel, is under development at MPI-M.178

Being based on a non-hydrostatic equation system, ICON is very flexible and can179

be used across a wide range of temporal and spatial scales, from climate scales to weather180

forecasting and large-eddy simulation scales. The infrastructure of ICON allows for a181

number of different configurations of the simulation domains: Global and limited-area182

configurations with or without domain-nesting, and idealized simulations with double183

periodic boundary conditions are possible. Recently, also a single column mode was de-184

veloped by Bašták Ďurán et al. (2021). The different physics packages are called from185

within the time integration loop and use common interfaces for input / output as well186

as a common code for dynamics, numerics and advection and can therefore all access these187

configurations of the simulation domains. On the other hand, the physics-dynamics cou-188

pling is different for the two physics packages. While all parametrizations are defined ei-189

ther as “fast” or “slow” physics in ICON-NWP (note that slow physics are called with190

a time step which is even larger than the large time step defined above), allowing for a191

different splitting of the respective tendencies, no such distinction is made in ICON-A,192

where technically each process can be treated as fast or slow. However, in practice, ICON-193

A has been used and tested in a configuration where only the radiation time step was194

larger.195

The different configurations of the simulation domains have been used extensively196

with ICON-NWP: ICON global / ICON-EU is running operationally at Deutscher Wet-197

terdienst since 2015 at a horizontal resolution of R3B7 (about 13 km, see Prill et al., 2020)198

globally with a regional subdomain over Europe at a resolution of R3B8 (about 6.5 km).199

The new convection-permitting regional model for short-range operational weather fore-200

casts of DWD is ICON in limited-area mode (ICON-LAM). Also limited-area simula-201

tions with domain nesting are possible (e.g. Klocke et al., 2017). The successor of the202

regional climate model COSMO-CLM (Rockel et al., 2008) will be ICON-CLM (Pham203

et al., 2021), which is a configuration of ICON-LAM adapted for climate applications.204

In contrast, ICON-A was not used with other configurations than one global do-205

main or for idealized simulations before we started our work. Moreover, tuning was done206

for the 160 km version only, which is described by G2018.207

2.2 Domain Nesting in ICON208

The method of the domain nesting was developed at DWD and is described in de-209

tail in the Appendix and in Prill et al. (2020). The static mesh refinement in horizon-210

tal directions is realized through a multi-grid approach, which means that one or more211

additional higher resolution (child) domains can be overlaid on a coarser base (parent)212

domain. This base domain can be a regional or a global domain. Each child domain has213

a defined parent domain providing lateral boundary conditions, but a parent domain can214

have several child domains. The child domains can be located in different geographical215

regions and can also serve as parent domains for further subdomains. Conceptually, the216

number of nested domains is arbitrary, but of course not all choices would make sense217

from a physical point of view.218

The multi-grid approach in ICON closely resembles traditional two-way nesting as219

known from many mesoscale models, e.g. MM5 (Grell et al., 1994) or WRF (Skamarock220
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et al., 2019), but differs in the fact that the feedback is based on a Newtonian relaxation221

approach rather than directly replacing the prognostic fields in the parent domain by up-222

scaled values from the child domain. It also has to be distinguished from recent uni-grid223

approaches, where more cells are added to an existing grid in special areas of interest224

(h-refinement), and where the solver computes a single solution for the whole grid.225

The multi-grid approach easily allows for switching domains on or off at runtime,226

as well as intertwining one-way and two-way nested domains. Two-way as opposed to227

one-way nesting means that the solution on the child domain is transferred back to the228

coarser parent domain every parent time step by means of a feedback mechanism.229

The refinement ratio between the parent domain and a child domain is fixed to a230

value of 2, i.e. each parent triangle is split into 4 child triangles. Consistent with the re-231

finement ratio of 2, the time step ∆t from parent to child is multiplied by a factor of 0.5.232

The coupling time step between successive nesting levels is the large (fast physics) time233

step described in the previous section.234

Regarding the implementation of the multi-grid approach, a nested domain can con-235

ceptually be split into three areas: The boundary interpolation zone, the nudging zone236

and the feedback zone (Figure 1). Prognostic computations are restricted to the nudg-237

ing and the feedback zone. In the boundary interpolation zone, necessary lateral bound-238

ary data for integrating the model on the nested domain are provided. Boundary con-239

ditions are required for the prognostic variables vn, w, ρ, θv, and qk. By a dedicated bound-240

ary update mechanism (see Appendix A11 for details), both the prognostic variables and241

their tendencies are interpolated from the parent to the child domain.242

In the nudging zone, which is only active for one-way nesting or in the limited-area243

mode, prognostic fields of the child domain are nudged towards the model state of the244

parent domain in order to accommodate possible inconsistencies between the two domains.245

The nudging is essentially a relaxation of the prognostic variables vn, ρ, θv and qv to-246

wards the lateral boundary data following Davies (1976). More details are given in Ap-247

pendix A14. For one-way nesting, the nudging is performed at every large time step of248

the respective child domain.249

In the case of two-way nesting, the nudging zone does not exist and the boundary250

interpolation zone borders on the feedback zone. In the feedback zone, the new model251

state on the parent domain is relaxed towards the updated model state on the child do-252

main every large time step of the parent domain (relaxation-type feedback). By this, the253

parent and child domain remain closely coupled, and the simulation on the parent do-254

main benefits from the higher-resolution results of the child domain. It is applied to the255

prognostic variables vn, w, ρ, θv as well as to the prognostic, non-sedimenting mass frac-256

tions qv, qc, and qi. See Appendix A13 for further details.257

With regard to parallelization for high-performance computing, each domain is dis-258

tributed onto the whole number of requested processors. This distributed-memory im-259

plementation has to be considered when the size of the subdomains and the number of260

MPI processes is chosen to ensure an adequate scaling, which could be degraded if one261

subdomain had a considerably smaller number of cells distributed onto a too large num-262

ber of processors. We refer to Appendix A22 for further details.263

In ICON-A as in ICON-NWP, different physical settings can be chosen individu-264

ally for each domain. For example, radiation can be called more frequently on subdo-265

mains or convection can be reduced by stronger entrainment or even be switched off com-266

pletely.267

3 Modifications of the Model Code and Additional Pre-processing268

The domain nesting has been available in ICON-NWP for several years. As out-269

lined in Section 2.2, ICON-A accesses the same infrastructure as ICON-NWP and can270

also access the routines needed for 1-way and 2-way nesting. Therefore, it had mainly271

to be verified and tested that all physical parametrizations of ICON-A, including JSBACHv4,272

could consistently interact with these routines.273
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As mentioned in Section 2.2, nested domains are split into three areas. Grid points274

lying in the boundary interpolation zone are shifted to the beginning of the index vec-275

tor and have to be excluded from prognostic computations (see Appendix A22 for de-276

tails). This treatment was not taken into account in the indexing of several ECHAM physics277

packages and had to be unified there.278

Other code modifications concerned the treatment of the Atmospheric Model In-279

tercomparison Project (AMIP, Gates et al., 1999) forcings for which monthly fields (ozone,280

sea surface temperature and sea ice fraction) have to be provided for all model domains.281

Internal interpolation of these fields onto the respective subdomain would also be pos-282

sible but for the current implementation it was decided to prepare the fields offline for283

all model domains.284

The JSBACHv4 land model already included the capability for domain nesting, but285

as it had never been tested in this configuration, different modifications had to be done286

there, too.287

Vertical nesting is only implemented for ICON-NWP. For the future, vertical nest-288

ing would be a desirable feature in ICON-A as it could save additional computing time,289

but the lack of vertical nesting should not have any impact on the model results.290

The generation of all necessary input data for the subdomains is not yet possible291

with the EXTPAR software (Asensio et al., 2020) as for ICON-NWP, which interpolates292

all topography-, vegetation-, and soil-specific data, land-sea masks and also climatolog-293

ical fields as for example aerosol distributions, and performs a consistency check of all294

generated data. Additionally, it is not clear if it would be feasible to include all monthly295

fields which are necessary for AMIP simulations. Thus an alternative pre-processing had296

to be applied for subdomain extraction and interpolation, based on a combination of the297

Climate Data Operators (Schulzweida, 2020) and on internal DWD software. This soft-298

ware was also used for the generation of the subdomain grids.299

4 Experiment Setup300

Two AMIP simulations were performed with ICON-A and domain nesting, one with301

and one without feedback. The global domains (hereafter referred to as GLO-2way and302

as GLO-1way for the simulations with two- and one-way nesting, respectively) had a hor-303

izontal resolution of approximately 80 km (ICON resolution of R2B5, see G2018 for fur-304

ther details), and a regional subdomain of approximately 40 km over Europe shown in305

Figure 2. The subdomain of GLO-2way is referred to as REG-2way. Accordingly, REG-306

1way is the subdomain of GLO-1way. REG-1way is comparable to an RCM simulation307

without spectral nudging apart from the increased update frequency of the lateral bound-308

ary conditions (see Section 2.2 for more details). GLO-1way in turn is comparable to a309

global 80 km simulation without any subdomain. Additionally, an experiment at a glob-310

ally higher resolution of about 40 km as in the subdomain (hereafter called GLO-hires)311

was performed for 1979 only to give an estimate of the impact of the horizontal resolu-312

tion at the global scale.313

In the vertical, 90 levels up to the model top at 83 km were used for all simulations314

and domains. The subdomain was chosen with the same rotated pole as the CORDEX315

domain for Europe, but with a larger extent so that a second nest at 20 km resolution316

can be included in future applications.317

Default parameters for the physics, as defined in the ICON-A version tuned by G2018,318

were used apart from csecfrl = 5 ·10−5 kg kg−1 (default: 5 ·10−6 kg kg−1), controlling319

the minimum water mass mixing ratio in mixed phase clouds, and crs = 0.925 (default:320

0.968), which is the critical relative humidity at the surface used for the determination321

of the cloud cover profile. These values were motivated from tuning experiments performed322

at MPI-M with ICON-A at 160 km horizontal resolution, generating globally a higher323

total cloud cover, a higher liquid water and ice content, and lower atmospheric as well324

as surface temperatures over the northern hemisphere continents compared to the ref-325

erence experiment with the default settings.326
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The time step was set to 6 minutes with 5 dynamical substeps. This time step is327

comparably small but after a recent bug fix, a larger value can be chosen for future ex-328

periments, which can also save computation time. The time step of 3 minutes in the sub-329

domain is determined internally. Radiation was called hourly in both domains, apart from330

the radiative heating, which is called every large time step of the respective simulation331

domain. The cloud microphysics are called every 6 minutes in all simulation domains.332

This was necessary as the cloud scheme showed a strong time-step dependency, which333

partly contributed to large precipitation differences between GLO-2way and REG-2way.334

The drawback of the adaptation of the cloud microphysics time step in all simulation335

domains was that a second subdomain of 20 km horizontal resolution was not possible:336

A time step of 6 minutes for the cloud microphysics, which is a fast physical process (i.e.337

in general, it should be called every large time step), in combination with the large time338

step of 90 seconds results in model instabilities.339

All other physical parametrizations except radiation were called at every large time340

step of the respective simulation domain. Standard forcings from the AMIP experiment341

of ICON-A were used: Monthly mean fields of sea surface temperature, sea ice fraction,342

and ozone, the Max Planck Institute aerosol climatology with the simple plume parametriza-343

tion (MACv2-SP) for transient natural tropospheric, stratospheric, and anthropogenic344

aerosols, transient greenhouse gases, and the spectral solar irradiance. G2018 give more345

details about these forcings.346

In comparison to the experiments described by G2018, we used a higher global hor-347

izontal and vertical resolution (80 km with 90 levels instead of 160 km with 47 levels).348

Moreover, the configuration of the land model was different: G2018 used only one gen-349

eral vegetated tile and no frozen soil water, while we used 11 tiles (see Section 2.1). Fi-350

nally, corrected external parameters were used, as an error in the pre-processing of to-351

pography data used for the subgrid-scale orography scheme had been detected. The sim-352

ulations were performed for the period 1979-2010 and evaluated for the 30-year period353

1981-2010, which is one of the past climate reference periods defined by the World Me-354

teorological Organization.355

5 Evaluation356

For the evaluation of the two ICON simulations with nesting, both the global and357

the subdomains were analyzed and compared. For the global domains, mean fields were358

computed for the years of 1981-2010 and compared to the ERA-Interim reanalysis of the359

European Centre for Medium-Range Weather Forecasts (Dee et al., 2011). For the cal-360

culation of the mean differences and the root mean square error (RMSE), ERA-Interim361

was regridded to the native ICON grid, but the plots shown here were prepared by in-362

terpolating both fields onto a common regular latitude-longitude grid. The ranges of val-363

ues from the tuning experiments described by G2018 are given to estimate the impact364

of the different experiment setup compared to G2018 (see Section 4).365

As mentioned in Section 4, the global fields were also compared to those from GLO-366

hires for the first year of the AMIP simulation (1979). The mean fields for 1979 differ367

from the mean fields for 1981-2010 mainly in their smoothness (not shown), therefore368

the comparison between the differences for the two periods should be valid. For the com-369

parisons, annually averaged fields of GLO-hires were interpolated to the horizontal res-370

olution of GLO-2way and GLO-1way (ICON native grid of R2B5).371

For the subdomains, the E-OBS dataset version 17.0 (Haylock et al., 2008) and time372

series of cloud cover from CRU (Jones & Harris, 2008) were used. The model output was373

re-gridded to the E-OBS grid at 0.25◦ × 0.25◦ horizontal resolution.374

The main focus of the evaluation was on the comparison of the two simulations in375

order to describe the impact of the two-way nesting in comparison to one-way nesting.376
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5.1 Global Domains377

For the global domain GLO-2way, the difference of the 1981-2010 mean field for378

2 m temperature to ERA-Interim reveals a strong positive bias over the northern hemi-379

sphere continents in summer (Figure 2a). Over large parts of Eurasia, the mean bias is380

larger than 5 K. Compared to GLO-1way, 2 m temperature in summer is higher over Cen-381

tral Asia (Figure 2b), which means that the positive temperature bias is stronger in GLO-382

2way. This bias can also be seen in global ICON-A simulations at lower horizontal res-383

olution and was reduced by the parameter settings mentioned before. Almost no differ-384

ences between GLO-2way and GLO-1way appear over the oceans, as expected for an AMIP385

experiment with prescribed sea surface temperatures.386

In winter, the positive bias with respect to ERA-Interim is still existent over parts387

of Northern America and East Asia (Figure 2c). It is warmer in GLO-2way than in GLO-388

1way over Northern America, but cooler over Asia (Figure 2d). The region with higher389

2 m temperatures over Northern America in GLO-2way only partly coincides with that390

of the positive bias with respect to ERA-Interim. Over Europe, there is a negative tem-391

perature bias in GLO-2way, which is stronger than in GLO-1way in Scandinavia (neg-392

ative differences in Figure 2d), and weaker over Central Europe (positive differences in393

Figure 2d). Overall, the 2 m temperature bias with respect to ERA-Interim is slightly394

smaller in GLO-2way, i.e. when the feedback from the subdomain is active (Table 1).395

Especially in winter, the impact of the feedback can be seen over Northern America as396

strongly as over Europe, where the subdomain is located. Furthermore, the effect of the397

feedback on the global domain is essentially restricted to the Northern hemisphere, again398

where the subdomain is located.399

For other variables, global mean values for GLO-1way and GLO-2way are given in400

Table 1. Mean precipitation of 2.74 mm d−1 and 2.73 mm d−1, respectively, is only marginally401

higher than the estimate of the Global Precipitation Climatology Project (GPCP) Monthly402

Analysis Version 2.3 (Adler et al., 2018) of 2.69 mm d−1. The difference between GLO-403

1way and GLO-2way is negligible. For the vertically integrated water vapor, the mean404

difference is also small, and both values are slightly higher than the ERA-Interim mean,405

which is 24.28 kg m−2. The standard deviation of the difference field to ERA-Interim is406

higher for GLO-2way. The vertically integrated cloud water (87 g m−2 and 85 g m−2) is407

too high compared to observations, which are in the range of 50-80 g m−2 (Mauritsen et408

al., 2012). All experiments in G2018 show values below 65 g m−2. Higher values here can409

be related to the choice of parameters, which resulted in a smaller positive temperature410

bias, but also in more cloud water. Too high values are similarly found for cloud ice (be-411

low 30 g m−2 in G2018 and 34 g m−2 / 33 g m−2 here). Total cloud cover is on the lower412

end compared to the experiments shown by G2018 (0.63-0.645 %), but acceptable with413

a global mean value larger than 60 % (Mauritsen et al., 2012). The short- and longwave414

components of the top-of-atmosphere radiation budget are both low but within the range415

given by G2018. Their sum has a small positive value in agreement with the satellite-416

based observational average of the Clouds and the Earth’s Radiant Energy System (CERES)417

project shown in G2018.418

Concerning the geographical distribution of differences between mean fields for GLO-419

2way and GLO-1way, further systematic differences are shown for 1981-2010 mean sea420

level pressure (psl, Figure 3a), total precipitation (Figure 3b), total cloud cover (Figure 3c)421

and integrated water vapor (Figure 3d). The pattern of the psl-difference field indicates422

a stronger North-Atlantic Oscillation (NAO) in GLO-2way than in GLO-1way. This pat-423

tern is much more pronounced in winter and very weak in summer (not shown). The pre-424

cipitation difference over the Northern Atlantic indicates a shift of precipitation in GLO-425

2way towards the north compared to GLO-1way, in agreement with a stronger NAO. As426

for mean sea level pressure, this difference pattern is much more pronounced in winter.427

For 2 m temperature, higher values as expected for a stronger NAO occur over mid-Europe428

in winter (Figure 2d).429

Difference fields of GLO-2way and GLO-1way for cloud cover (Figure 3c), integrated430

water vapor (Figure 3d), and also for vertically integrated cloud water (not shown), show431
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different patterns: Mainly in the region of the subdomain, i.e. in the region where the432

feedback is active, cloud cover and integrated water vapor/cloud water are reduced strongly433

in GLO-2way compared to GLO-1way. It is assumed that this is an effect of the increased434

resolution in the subdomain, which can be seen in GLO-2way due to the feedback. Lower435

values in GLO-2way are similarly obvious at the eastern boundary of REG-2way for wa-436

ter vapor. This reduction of water mass tracers and of cloud cover in GLO-2way com-437

pared to GLO-1way can be related to the stronger NAO index, shifting precipitation to-438

wards the north and favouring drought conditions in Central Asia. Only the negative439

wintertime difference of 2 m temperature in Central Asia is not in agreement with this440

assumption.441

The difference fields of GLO-2way and GLO-1way for 1979 (Figure 4a-c) show sim-442

ilar patterns as the difference fields of GLO-hires and GLO-1way (Figure 4), which means443

that the feedback from REG-2way to GLO-2way has generally the same influence as a444

globally higher horizontal resolution. Cloud cover and cloud water in mid-latitudes in445

GLO-hires are indeed also lower in the region of REG-2way (Figures 4 e, f), confirming446

the assumption that decreased water vapor, cloud water and cloud cover in GLO-2way447

in the region of the subdomain is an effect of the horizontal resolution. More detailed448

analyses of cloud processes would be necessary to understand these resolution-dependent449

differences. It can only be assumed that the dependency of microphysics on cloud cover450

becomes critical at 40 km resolution. For the fields shown in Figure 4 (2 m temperature,451

vertically integrated cloud water and total cloud cover) and for other fields (not shown),452

the differences between GLO-1way and GLO-hires are larger than between GLO-1way453

and GLO-2way. Nonetheless, many patterns as for example positive 2 m temperature dif-454

ferences over Europe, east of Greenland, in the eastern US, parts of Central Asia, and455

even in the southern hemisphere (e.g. Brasil) are similar in location and strength (Fig-456

ures 4a and d). This comparison also holds for negative temperature differences as for457

example over Canada and northern Africa, confirming that the influence of the feedback458

is also seen outside of the subdomain, i.e. outside of the feedback region. Thus, increased459

horizontal resolution within a confined geographical region naturally has a smaller in-460

fluence all over the globe than a globally higher horizontal resolution, but still it exists461

in regions remote to REG-2way, which means that a propagation of local differences via462

the global atmospheric circulation takes place.463

5.2 Comparison of the Simulation Results for the Subdomain and the464

Global Domain465

The global mean precipitation agrees well with the GPCP estimate (see Section 5.1466

and Table 1), but over Europe (20◦W – 40◦E, 30 – 70◦N, i.e. parts of the Northern At-467

lantic and of Northern Africa are included), precipitation is in all domains by 25 % to468

almost 40 % lower than the GPCP mean value of 2.20 mm d−1 (mean value calculated469

for the years of 1981-2010). With 1.34 mm d−1, the lowest value of all domains can be470

found for GLO-2way. The difference of REG-2way to GLO-2way of 0.24 mm d−1 (with471

large-scale precipitation contributing 0.22 mm d−1) was already reduced by more than472

30 % - this value was calculated for the area-average for the first year of the AMIP sim-473

ulation - by an adaptation of the calling frequency of the cloud microphysics, as already474

mentioned in Section 4. Concerning its geographical distribution, the mean precipita-475

tion in GLO-2way (Figure 5a) shows a maximum in the western part of the Northern476

Atlantic, geographically in agreement with GPCP, but with a stronger decrease towards477

the east (Figure 5b). Also over European land, mean precipitation is smaller than shown478

by GPCP. In REG-2way (Figure 5c), precipitation is slightly higher than in GLO-2way479

(difference shown in Figure 5e), as already obvious from the area-averaged values. The480

maximum precipitation difference of REG-2way to GLO-2way of up to 0.6 mm d−1 oc-481

curs over the Northern Atlantic at about 30◦W. Still, values in REG-2way are lower than482

those of GPCP.483
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The difference of REG-1way to GLO-1way (Figure 5f), i.e. between the regional484

and the global domain of the simulation without feedback, is also mainly positive and485

in the same range of values. Thus, the tendency for higher precipitation sums in the sub-486

domain exists in both simulations. On the other hand, the difference pattern is differ-487

ent in the simulation without feedback with a maximum more to the east. The contri-488

bution of the convective precipitation difference to the total precipitation difference is489

negligible with feedback and larger without feedback (not shown). Area-averaged val-490

ues for convective precipitation confirm a larger difference between GLO-1way and REG-491

1way (0.1 mm d−1) than for GLO-2way and REG-2way (0.02 mm d−1).492

The difference of REG-1way to REG-2way (Figure 5d) is largely similar to the dif-493

ference of GLO-1way to GLO-2way (Figure 3b), both displaying a northward shift of pre-494

cipitation over the Northern Atlantic, in relation with the more intense NAO pattern.495

In the difference field of the two subdomains, artefacts occur in the boundary interpo-496

lation zone and in the nudging zone. As explained in Section 4, diagnostic fields are not497

filled within the boundary interpolation zone. Artefacts in the nudging zone, especially498

in the outflow region, are well known from RCM and also from shorter-scale limited-area499

simulations. The lateral boundaries are usually excluded as soon as scores are calculated500

or if more in-depth comparisons with other datasets are performed.501

For other fields, differences between the regional and the global domain are nat-502

urally smaller in the simulation with feedback than in the one without feedback (Fig-503

ure 6), as the relaxation draws the fields of the prognostic variables in the global domain504

towards those in the regional one. Differences of REG-1way - GLO-1way indicate that505

the subdomain is cooler than the global domain over Europe apart from Spain, with a506

maximum over Scandinavia of up to −3 K near the land surface (2 m temperature, Fig-507

ure 6a). The vertically integrated water vapor is lower in REG-1way over most parts of508

the subdomain (Figure 6b), with a confined region of positive differences in the north-509

eastern part of the domain. Vertically integrated cloud water is larger in REG-1way to510

the west of Scandinavia and lower over Europe (apart from Spain and the Mediterranean511

region) and over Russia. Total cloud cover is also lower in REG-1way than in GLO-1way512

to the west of Scandinavia (Figure 6d), geographically in agreement with the region of513

higher convective precipitation (not shown). The difference fields of two global simula-514

tions for 1979 at the respective horizontal resolution (Figures 4d, e, f) show roughly sim-515

ilar patterns as those for REG-1way and GLO-1way (Figures 6a, b, d), apart for 2 m tem-516

perature. Therefore, it can be assumed that the differences between REG-1way and GLO-517

1way are mainly generated by a different behaviour of the physical parametrizations at518

different horizontal resolutions. A reduction of these differences is desirable.519

5.3 Comparison with Observations for Europe520

For 2 m temperature, the difference fields to E-OBS all show a negative temper-521

ature bias over UK and parts of France and Germany, and a positive bias in all other522

regions (Figure 7). Apart from GLO-1way (Figure 7a), the negative bias is also present523

in Scandinavia. It is strongest in REG-1way and has the opposite sign for GLO-1way,524

in agreement with the strong negative temperature difference there for REG-1way - GLO-525

1way (Figure 6a). Otherwise, the difference fields to E-OBS present a positive bias of526

the 2 m temperature, with a maximum in the southeast of the displayed domain. The527

positive bias over Scandinavia in GLO-1way is mainly a less negative bias in winter, which528

can be deduced from the global difference fields (Figures 2b and d) showing higher tem-529

peratures for GLO-1way than for GLO-2way, especially in winter. In agreement with small530

2 m temperature differences between REG-2way and GLO-2way, bias maps are very sim-531

ilar for GLO-2way and REG-2way (Figures 7b and d). Most obvious improvement of REG-532

2way over GLO-2way is present in mountainous regions, as in in the Alps, the Pyrenees,533

or the Apennines in Europe, or the Atlas mountains in Africa. Apart from the benefits534

of resolution in mountainous regions, no clear preference can be attributed to either of535

the shown domains when comparing the bias fields for the temporally averaged 2 m tem-536
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perature, but REG-2way has the smallest negative biases and smaller positive biases than537

GLO-2way.538

The mean annual cycle of 2 m temperature is slightly too pronounced compared539

to E-OBS (Figure 8a) for area averages of the region shown in Figure 6, with the pos-540

itive bias in summer being stronger than the negative one in winter. Differences between541

the simulation domains are small compared to the difference to E-OBS. For the 2 m daily542

minimum temperature (Figure 8c), the positive bias in summer is similar while there is543

no negative bias in winter, with a larger spread in-between the domains. For 2 m max-544

imum temperature (Figure 8e), the warm bias in summer is smaller than for 2 m daily545

mean and minimum temperature, but the wintertime cold bias is stronger, indicating too546

low maximum temperatures. From this it follows that the annual 2 m temperature cy-547

cle over land is too large over Europe, but that the diurnal cycle is too small, especially548

in winter.549

The RMSE for the mean monthly fields with respect to E-OBS mainly shows lower550

2 m temperature deviations for GLO-1way and REG-1way in summer and lower devi-551

ations for GLO-2way and REG-2way in winter (Figures 8b, d, and f). For all domains,552

RMSE is higher in summer and winter than in spring and autumn, which also confirms553

the over-pronounced annual cycle. Still, the RMSE is larger than 0 in the months when554

the area-averages are equal to the E-OBS average (especially in spring and autumn), be-555

cause the difference field is never completely equal to 0. In most months, the subdomains556

display slightly lower RMSE’s than their respective parent domains. Differences in RMSE557

tend to be larger between GLO-1way and REG-1way than between GLO-2way and REG-558

2way, in agreement with the larger mean difference fields. Large RMSE values for REG-559

1way in January to March are caused by strongest cold biases there in the regions around560

the Baltic Sea (not shown).561

The negative precipitation bias that was already detected when comparing with562

GPCP precipitation (Figure 5), is obvious throughout the whole year (Figure 8g). As563

for temperature, the RMSE for precipitation is lower for GLO-1way and REG-1way in564

summer and lower for GLO-2way and REG-2way in winter, but weaker in January to565

May (Figure 8h). Lower RMSE’s for the subdomains are clearer than for 2 m temper-566

ature, especially for REG-2way.567

For cloud cover, the annual cycle is too pronounced (Figure 8i), as for the 2 m tem-568

perature. In GLO-2way, the values of area-averaged cloud cover are the lowest ones, in569

agreement with the negative difference between GLO-2way and GLO-1way. The RMSE570

is the highest in summer (or in the months of May to September, Figure 8j), when the571

low values are most distinct. In contrast, GLO-1way displays the highest values in most572

months, most distinct when all domains have a positive bias, with the highest RMSE of573

all domains in October to February.574

Overall, neither of the simulations or domains has systematically lowest or high-575

est RMSE’s. Main improvement of the simulation with feedback compared to the sim-576

ulation without feedback is visible in winter, while the simulation without feedback shows577

lower RMSE’s in summer. Largest reduction of the RMSE in the subdomain of the sim-578

ulation with feedback compared to its parent domain occurs for precipitation through-579

out the whole year and for cloud cover for the months from April to September. How-580

ever, the simulation without feedback has still a lower RMSE for these months in both581

domains. Especially for precipitation, this can be explained by a smaller negative bias.582

6 Summary and Conclusions583

The nesting functionality, which is used operationally with ICON-NWP at DWD584

since 2015, was now also made available for ICON-A. As ICON-A is the atmospheric com-585

ponent of the coupled ESM, this model configuration can allow for simultaneous global586

and regional climate projections at low additional computing and storage costs. With587

this article, we document the current status and the capabilities of the nesting function-588

ality in ICON-A as well as its limitations. Additionally, the added value of higher hor-589
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izontal resolution in the subdomain over Europe was investigated. Two AMIP simula-590

tions with one-way and two-way nesting, respectively, were performed for the years of591

1979-2014 and evaluated for 1981-2010 at a global horizontal resolution of about 80 km592

and of 40 km in the subdomain over Europe. For two-way nesting, a relaxation-based593

feedback from the subdomain to the global domain is active. An additional purely global594

simulation at the same horizontal resolution as in the subdomain (40 km) was evaluated595

for the first year (1979). The evaluations were done (1) for the global domain, (2) for596

the global and the regional domains in comparison and (3) for Europe including a more597

detailed verification against observations. The main results are that598

(1) there is a clear near-surface warm bias over northern hemisphere continents in sum-599

mer, which is stronger over Eurasia - apart from Scandinavia - in the simulation600

with feedback. Over Europe, there is a cold bias in winter. Global mean values601

of vertically integrated cloud water and cloud ice are too high compared to Giorgetta602

et al. (2018) as well as to the range of different observations, but they are real-603

istic for precipitation, cloud cover, the radiation budget and precipitable water.604

Thus, the global ICON-A simulations could and should still be tuned to provide605

more realistic results, especially if the geographical distribution of the biases is con-606

sidered, but the global mean biases are overall within an acceptable range, both607

with and without the feedback from a higher-resolved subdomain.608

The difference fields between the two simulations indicate a stronger NAO for the609

simulation with two-way nesting. Accordingly, precipitation is shifted towards the610

north over the Northern Atlantic, and central-European winters are warmer in the611

simulation with two-way nesting compared to the one with one-way nesting. Dif-612

ference fields between the global 40-km simulation and the horizontally lower re-613

solved global domain of the simulation with one-way nesting are structurally sim-614

ilar, but have larger amplitudes. The two-way nesting therefore has a similar, but615

attenuated influence on the atmospheric fields as a globally higher horizontal res-616

olution.617

(2) the mean precipitation is too low over Europe for all domains, with the lowest value618

in the respective part of the global domain with feedback. For both simulations,619

precipitation is higher in the subdomain than in the respective global domain. The620

differences between the two subdomains are mainly similar to the differences be-621

tween the two global domains. They also hint at a stronger NAO. Accordingly,622

the differences between the global domain and the subdomain are very small for623

two-way nesting and larger for one-way nesting. Artefacts in the boundary inter-624

polation zone occur strongly in the simulation with one-way nesting. They are elim-625

inated by the two-way nesting.626

(3) the verification against the E-OBS data set shows a cold bias in the north-western627

part of Europe and a warm bias in the south-east in all domains. In the subdo-628

mains, the biases are smaller than in the global domains especially in mountain-629

ous regions as the Alps, the Pyrenees or the Apennines. The annual cycle of 2 m630

temperature is too pronounced while the diurnal cycle is too small. In most months,631

the RMSE is slightly lower in the subdomain compared to the respective global632

domain. For the two simulations with nesting in comparison, one or the other shows633

lower RMSE’s, depending on the season. The precipitation bias is negative through-634

out the whole year, as already shown by the comparison to GPCP. Concerning all635

RMSE’s of all considered variables, none of the simulations or domains is clearly636

the best.637

In summary, it was shown that large differences appear between the forcing, i.e. the global638

simulation, and the subdomain when no feedback is used. Mean biases for the subdo-639

main and the respective part of the global domain are mainly similar, but in some re-640

gions even the sign of the bias changed. This means that, even with the same physics641

and only a factor of two in horizontal resolution between the global and the regional model,642
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the mean atmospheric state in a subdomain can differ from the one produced by the global643

simulation. The large horizontal extent of the subdomain probably contributes to these644

differences. Considering similarities to the difference fields of two global simulations at645

the respective horizontal resolutions, these differences can be attributed to the different646

behaviour of the physical parametrizations at different horizontal resolutions. They are647

not generated by the general approach of regional climate modeling as discussed by Giorgi648

and Mearns (1999).649

To test if the feedback to the global domain as a part of the 2-way nesting, which650

partly alters the atmospheric fields, results in an adequate modification of these fields,651

they were compared with the global simulation at the higher horizontal resolution. Com-652

prehensive similarities could be found in the geographical patterns. Thus, the feedback653

mechanism is also consistent for long time scales. It was shown that the NAO is stronger654

at higher resolution as well as with 2-way nesting. If it can be confirmed that the NAO655

is also more realistic at higher resolution, this finding means that a higher-resolved sub-656

domain has the potential to improve climate forecasts and projections for the Euro-Atlantic657

region.658

On the other hand, large differences between global ICON-A simulations at differ-659

ent horizontal resolution are not desirable. Hertwig et al. (2015) showed that errors of660

ECHAM6, which is the predecessor of ICON-A, were decreasing with horizontal reso-661

lution and only minimal retuning. They compared experiments of roughly 200 km, 150 km,662

and 50 km in an AMIP setup, and could infer a larger improvement in the extra-tropics663

than in the tropics. Crueger et al. (2018) find that ICON-A, in contrast to ECHAM6,664

produces a different climate at higher horizontal resolution (approximately 40 km) com-665

pared to a lower resolution (approximately 160 km), with increased mean errors at higher666

resolution. One reason that ICON-A does presently not show such a clear improvement667

with horizontal resolution as ECHAM6 could be that resolution-dependent tuning pa-668

rameters, influencing for example the activity of the convection scheme, were implemented669

in ECHAM, but not in ICON-A. It was not within the scope of this study to analyze all670

differences arising from simulations at different horizontal resolution. Nevertheless, it can671

be assumed that the verification scores of a simulation in a similar setup as the one in-672

troduced here with a regional subdomain over Europe and two-way nesting would be im-673

proved if the global simulations with ICON-A were optimized at both resolutions. This674

optimization could be done either by namelist tuning as shown by Giorgetta et al. (2018)675

or by more specific work on individual parts of the physics package such that 1) biases676

compared to ERA-Interim and 2) resolution differences are minimized. Possible approaches677

are a more in-depth analysis of atmospheric circulations patterns or of land-surface at-678

mosphere feedbacks, which strongly influence near-surface temperatures.679

To sum it up, the new setup of the atmospheric part of an Earth system model with680

a flexible horizontal grid-refinement was shown to be fully functional and its possible ap-681

plications for climate forecasts or projections are promising. At the same time, more op-682

timization will be needed to enhance its absolute added value.683

A full ESM can be achieved by coupling both simulation domains to one global ocean684

model (ICON-O, Korn, 2017) via the YAC coupler by providing the same ICON-O fields685

to both atmospheric domains and by returning atmospheric variables from the nested686

domain in this particular region and from the global domain otherwise. Of course, a re-687

tuning of the full ICON-ESM would be necessary then.688

Appendix A Implementation of the Grid Nesting in ICON689

A1 Parent-Child Coupling690

This section describes the exchange of information between a single parent and child691

domain. Recall the different zones illustrated in Figure 1, i.e. the boundary interpola-692

tion zone, nudging zone, and feedback zone. Let the model state on the parent and child693

domain be denoted by Mn
p and Mn

c , respectively, where n specifies the time step index.694
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A11 Lateral Boundary Update: Parent → Child695

The boundary update mechanism provides the child domain with up-to-date lat-696

eral boundary conditions for the prognostic variables vn, w, ρ, θv, qk. In order to avoid697

that parent-to-child interpolated values of ρ enter the solution of the mass continuity equa-698

tion, the above set of variables is extended by the horizontal mass flux ρvn. This will al-699

low for parent-child mass flux consistency, as described below.700

In general, the boundary update works as follows: Let ψnp , ψn+1
p denote any of the

above variables on the parent domain at time steps n and n+1, respectively. Once the
model state on the parent domain Mp has been updated from n to n+1, the time ten-
dency

∂ψp
∂t

=
ψn+1
p − ψnp

∆tp

is diagnosed. Both, the field ψnp at time level n and the tendency
∂ψp

∂t are then interpo-
lated (downscaled) from the parent grid cells/edges to the corresponding cells/edges of
the child’s boundary zone, which has a fixed width of 4 cell rows (see Figure 1). With
Ip→c denoting the interpolation operator, we get

ψnc = Ip→c
(
ψnp
)

∂ψc
∂t

= Ip→c
(
∂ψp
∂t

)
The interpolated tendencies are generally needed in order to provide the lateral bound-701

ary conditions at the right time levels, since two integration steps are necessary on the702

child domain in order to reach the model state Mn+1
c , with each step consisting of (typ-703

ically 5) dynamics sub-steps. E.g. for the first and second (large) integration step on the704

child domain the boundary conditions read ψnc and ψnc +0.5 ∆tp∂ψ/∂t|c, respectively.705

Regarding the interpolation operator Ip→c we distinguish between cell based vari-
ables (i.e. scalars) and edge-based variables (vn and ρvn). For cell based variables a 2D
horizontal gradient is reconstructed at the parent cell center by first computing edge-
normal gradients at edge midpoints, followed by a 9-point reconstruction of the 2D gra-
dient at the cell center based on radial basis functions (RBF Narcowich & Ward, 1994).
The interpolated value at the jth child cell center is then calculated as

ψcj = ψp +∇ψp · d(p, cj) , j ∈ {1 . . . 4} , (A1)

with ∇ψp denoting the horizontal gradient at the parent cell center, and d(p, cj) the dis-706

tance vector between the parent and jth child cell center. The same operator is applied707

to cell based tendencies.708

To prevent excessive over- and undershoots of ψcj in the vicinity of strong gradi-
ents, a limiter for ∇ψp is implemented. It ensures that

1

β
ψp,min < ψcj < βψp,max ∀ j ∈ {1 . . . 4}

on all four child points, where ψp,min and ψp,max denote the minimum and maximum of709

ψp, respectively, on the above-mentioned reconstruction stencil plus the local cell cen-710

ter, and β = 1.05 is a tuning parameter.711

Regarding the interpolation of edge-based variables (i.e. the edge-normal vector com-712

ponents vn and ρvn), we distinguish between outer child edges that coincide with the edges713

of the parent cell, and inner child edges (see Figure A1a).714

Edge-normal vector components at the inner child edges are reconstructed by means715

of a direct RBF reconstruction using the five-point stencil indicated in Figure A1a. For716
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a given inner child edge the stencil comprises the edges of the corresponding parent cell,717

and the two edges of the neighboring parent cells that (approximately) share the orien-718

tation of the inner child edge.719

For the outer child edges a more elaborate reconstruction is applied, in order to as-720

sure that the mass flux across a parent edge equals the sum of the mass fluxes across the721

corresponding child edges. We start with an RBF reconstruction of the 2D vector of the722

respective variable at the triangle vertices, using the six (five at pentagon points) edge723

points adjacent to a vertex (see Figure A1b).724

The edge-normal vector component φ at the child edge is then computed as

φce = φp +∇tφp · d(p, ce) , e ∈ {1, 2} ,

with d(p, ce) denoting the distance vector between the parent and child edge midpoints725

for a given parent edge, and ∇tφp denoting the gradient of the edge-normal vector com-726

ponent φp tangent to the parent edge. The latter is computed by projecting the 2D vec-727

tors at the two vertices of an edge onto the edge-normal direction and taking the cen-728

tered difference. Since by construction d(p, c1) = −d(p, c2) holds on the ICON grid,729

the above mentioned mass flux consistency is ensured.730

It is noted that attempts to use higher-order polynomial interpolation methods,731

which are the standard in mesoscale models with regular quadrilateral grids, were un-732

successful on the triangular ICON grid, because the ensuing equation system led to the733

inversion of nearly singular matrices.734

In order to minimize interpolation errors, the following modifications from the above735

interpolation procedure are applied: For the thermodynamic variables ρ and θv pertur-736

bations from the reference state (Zängl et al., 2015) rather than the full values are in-737

terpolated, in order to reduce interpolation errors above steep orography.738

Rather than interpolating vn and its time tendencies, only the time tendencies are739

interpolated, and then used to update vn at child level at every dynamics time step. The740

wind field vn itself is interpolated only once during the initialization of the child domain.741

This methodology has been chosen because the comparatively inaccurate interpolation742

to the interior child edges tends to induce small-scale noise in vn. To suppress the re-743

maining noise arising from the interpolation of the time tendency, a second-order diffu-744

sion operator is applied in the inner half of the boundary interpolation zone on vn, and745

the default fourth-order diffusion applied in the prognostic part of the model domain (see746

Zängl et al., 2015) is enhanced in the five grid rows adjacent to the interpolation zone.747

For the other prognostic variables, no special filtering is applied near nest boundaries.748

In the case of one-way nesting, the second-order velocity diffusion is extended into the749

nudging zone of the nested domain, replacing the enhanced fourth-order diffusion. More750

details on the nudging zone are given in Section A14.751

For the horizontal mass flux ρvn, the time average over the dynamic sub-steps, which752

is passed to the tracer transport scheme in order to achieve mass consistency, is inter-753

polated instead of time level n. Using the mass flux time tendency that is interpolated754

as well, the related time shift is corrected for when applying the boundary mass fluxes755

at child level. In the nested domain, the interpolated mass fluxes valid for the current756

time step are then prescribed at the interface edges separating the boundary interpola-757

tion zone from the prognostic part of the nested domain. Due to the flux-form scheme758

used for solving the continuity equation (see Zängl et al., 2015), this implies that the in-759

terpolated values of ρ do not enter into any prognostic computations in the dynamical760

core. They are needed, however, for some computations in the transport scheme. More-761

over, no mass fluxes at interior child edges are used, so that the non-conservative inter-762

polation method used for those edges does not affect the model’s conservation proper-763

ties. For θv and the tracer variables qk, the values at the edges are reconstructed in the764
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usual manner (see Zängl et al., 2015) and then multiplied with the interpolated mass fluxes765

before computing the flux divergences.766

A12 Vertical Nesting767

The vertical nesting option allows to set model top heights individually for each768

domain, with the constraints that the child domain height is lower or at most equal to769

the parent domain height, and that the child domain extends into heights where the co-770

ordinate surfaces are flat. This allows, for instance, a global domain extending into the771

mesosphere to be combined with a child domain that extends only up to the lower strato-772

sphere (see Figure A2).773

However, a vertical refinement in the sense that the vertical resolution in the child774

domain may differ from that in the parent domain is not available. One possible workaround775

might be to repeat the model run with the desired vertical resolution in limited area mode.776

In the ICON model, the top height for child domains can be specified by means of777

a namelist parameter. If vertical nesting is activated, boundary conditions need to be778

provided at the vertical interface level, i.e. the uppermost half level of the nested domain,779

for all prognostic variables. Appropriate boundary conditions are crucial in order to pre-780

vent vertically propagating sound and gravity waves from being spuriously reflected at781

the nest interface. Boundary conditions for vn, w, θv, ρ, qk as well as the vertical mass782

flux ρw are specified as follows:783

For w, θv, ρ and ρw the full fields at the nest interface level are interpolated from
the parent to the child grid, using the same RBF based interpolation method (A1) as
for the lateral boundary conditions. Rather than interpolating instantaneous values as
for the lateral boundaries, w, θv, ρ, and ρw are averaged over all dynamics substeps con-
stituting a large time step, in order to filter the oscillations related to vertically prop-
agating sound waves. Hence, for ψ ∈ {w, θv, ρ, ρw} the boundary condition reads

ψc = Ip→c

(
1

nsubs

nsubs∑
s=1

ψn+s/nsubs
p

)
,

with nsubs denoting the number of dynamics substeps (usually nsubs = 5). In the cur-784

rent implementation, the boundary values are kept constant during the two large time785

steps and related dynamics substeps on the child domain.786

A slightly different approach is taken for vn, which turned out to be beneficial in
order to reduce the magnitude of the horizontal interpolation errors. The differences be-
tween the nest interface level and the next half level below (denoted as ∆vn in the fol-
lowing) are interpolated rather than the full field. After interpolating ∆vn,p to the child
domain (using again the same methods as for the lateral boundary conditions) they are
added to vn,c at the second interface level (k = 2) on the child domain, in order to ob-
tain the upper boundary condition, i.e.

vn,c(k = 1) = vn,c(k = 2) + Ip→c
(

1

2

(
∆vnn,p + ∆vn+1

n,p

))
.

Since ∆vn is less strongly affected by sound waves, only an average between the first and787

the last dynamics substep is taken prior to the interpolation.788

For the tracer variables we refrain from directly interpolating the partial mass fluxes
(ρwqk)p, in order to ensure tracer- and air mass consistency. Instead, we make use of the
already interpolated mass flux (ρw)c and multiply it with proper mass fractions. On the
parent domain the required mass fractions are derived by taking the ratio of the verti-
cal tracer mass flux at the nest interface calculated in the vertical transport scheme (ρwqk)p
and the available mass flux (ρw)p. The mass fractions are then interpolated to the child
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domain, using method (A1). Hence, the flux boundary conditions for arbitrary tracer
fields qk read

(ρwqk)c = (ρw)c Ip→c

(
(ρwqk)p
(ρw)p

)
.

A13 Feedback: Child → Parent789

If two-way nesting is activated, the model state Mn+1
p on the parent domain is re-790

laxed towards the updated model state Mn+1
c on the child domain at every fast physics791

time step. In the following we will refer to this as relaxation-type feedback. It is restricted792

to the prognostic variables vn, w, θv, ρ plus specific humidity qv and the specific con-793

tents of cloud water qc and cloud ice qi. Precipitating hydrometeors are excluded because794

recommended relaxation times (see below) are longer than their typical falling times. Sur-795

face variables are excluded as well because they can easily adjust during runtime and a796

proper treatment of feedback along land-cover inhomogeneities (e.g. coastlines) would797

be complicated and probably computationally expensive.798

Let ψ denote any of the above mentioned variables. Conceptually, the feedback mech-799

anism is based on the following three basic steps:800

(1) Upscaling : The updated field ψn+1
c is interpolated (upscaled) from the child do-801

main to the parent domain. The upscaling operators for cell based and edge based802

variables will be denoted by Ic→p and Ice→p, respectively.803

(2) Increment computation: The difference between the solution on the parent domain804

ψn+1
p and the upscaled solution Ic→p(ψn+1

c ) is computed.805

(3) Relaxation: The solution on the parent domain is relaxed towards the solution on806

the child domain. The relaxation is proportional to the increment computed in807

Step 2.808

For cell based variables the upscaling consists of a modified barycentric interpo-
lation from the four child cells to the corresponding parent cell:

Ic→p(ψc) =
∑4

j=1
αjψcj .

The weights αj are derived from the following constraints (A2)–(A4). First of all, a de-
sirable property for the value interpolation is that it reproduces constant fields, i.e. the
weights are normalized: ∑4

j=1
αj = 1 . (A2)

Moreover, the interpolation is linear: With the four child cell circumcenters xj (j = 1, . . . , 4),
and xp denoting the parent cell center, i.e. the interpolation target, we set∑4

j=1
αj(xj − xp) = 0 . (A3)

To motivate this constraint, consider the special case of equilateral triangles in which809

the center point of the inner child cell x1 coincides with the parent center such that the810

term (x1−xp) vanishes. Equation (A3) now defines a barycentric interpolation within811

the triangle spanned by the mass points of the three outer child cells {c2, c3, c4} (see Fig-812

ure A1a), where the weights {α2, α3, α4} represent the barycentric coordinates.813

Of course, the contribution of the point x1 closest to the interpolation target is of
particular importance. Therefore, the underdetermined system of equations (A2), (A3)
is closed with a final constraint which reads as

α1 =
ac1
ap

, (A4)
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where ac1 and ap denote the inner child and parent cell areas, respectively. In other words,814

the inner child cell c1 containing the parent cell circumcenter is given a pre-defined weight815

corresponding to its fractional area coverage. This can be interpreted as a conservation816

constraint for the special case of a very localized signal at the mass point of the inner817

child cell.818

In summary, this method can be regarded as a modified barycentric interpolation819

for the mass points {x2,x3,x4}, and which accounts for x1 as an additional fourth source820

point. A more stringent barycentric interpolation would require an additional triangu-821

lation based on the child mass points.822

For velocity points, a simple arithmetic average of the two child edges lying on the
parent edge is taken.

Ice→p(vn,e) =
1

2
[vn,echild 1

+ vn,echild 2
]

We note that the operator Ic→p is not strictly mass conserving and that strict mass823

conservation would require some means of area-weighted aggregation from the child cells824

to the parent cells, which is available as an option. The problem with such methods on825

the ICON grid is related to the fact that the mass points lie in the circumcenter rather826

than the barycenter of the triangular cells. Using an area-weighted aggregation from the827

child cells to the parent cells, would map linear horizontal gradients on the child grid into828

a checkerboard noise pattern between upward and downward oriented triangles on the829

parent grid.830

Another difficulty that was encountered in the context of mass conservation is re-831

lated to the fact that the density decreases roughly exponentially with height. In the pres-832

ence of orography, the atmospheric mass resolved on the model grid therefore increases833

with decreasing mesh size, assuming the usual area-weighted aggregation of the orographic834

raw data to the model grid. Feeding back ρ is thus intrinsically non-conservative. To keep835

the related errors small and non-systematic, and to generally reduce the numerical er-836

rors over steep mountains, perturbations from the reference state are used for upscal-837

ing ρ and θv to the parent grid. A closer investigation of the related conservation errors838

revealed that the differences between bilinear and area-weighted averaging are (with real839

orography) unimportant compared to the resolution-dependent conservation error.840

When combining the above mentioned steps, the feedback mechanism for ρ can be
cast into the following form:

ρ∗p = ρn+1
p +

∆tp
τfb

(
Ic→p(ρn+1

c −∆ρcorr)− ρn+1
p

)
(A5)

Here ρn+1
p denotes the density in the parent cell, which has already been updated by dy-841

namics and physics. The superscript “∗“ indicates the final solution, which includes the842

increment due to feedback. ∆tp is the fast physics time step on the parent domain, and843

τfb is a user-defined relaxation time scale which has a default value of τfb = 10800 s.844

This value is independent of the relaxed field. It aims to exclude small scale transient845

features from the feedback, but to fully capture synoptic-scale features.846

Finally note that the upscaled density includes the correction term ∆ρcorr which
has been introduced in order to account for differences in the vertical position of the child
and parent cell circumcenters. At locations with noticeable orography, cell circumcen-
ter heights at parent cells can differ significantly from those at child cells. If this is not
taken into account, the feedback process will introduce a non-negligible bias in the par-
ent domain’s mass field. The correction term is given by

∆ρcorr =
(
1.05− 0.005 Ic→p(θ′n+1

v,c )
)

∆ρref,p ,
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with the parent-child difference in the reference density field

∆ρref,p = Ic→p(ρref,c)− ρref,p ,

and the potential temperature perturbation θ′n+1
v,c = θn+1

v,c −θv ref,c. The term ∆ρref,p847

is purely a function of the parent-child height difference and can be regarded as a first848

order correction term. In order to minimize the remaining mass drift, the empirically de-849

termined factor (1.05−0.005 Ic→p(θ′n+1
v )) was added, which introduces an additional850

temperature dependency. Note that the factor 0.005 is close to near surface values of ∂ρ
∂θ851

which can be derived from the equation of state. We further note that a possibly more852

accurate and less ad hoc approach would require a conservative remapping step in the853

vertical, prior to the horizontal upscaling.854

Care must be taken to ensure that the feedback process retains tracer and air mass
consistency. To this end, feedback is not implemented for tracer mass fractions directly,
but for partial densities. In accordance with the implementation for ρ, we get

(ρqk)∗p = (ρqk)n+1
p +

∆tp
τfb

[
Ic→p((ρn+1

c −∆ρcorr)q
n+1
k,c )− (ρqk)n+1

p

]
(A6)

Mass fractions are re-diagnosed thereafter:

qk,p =
(ρqk)∗p
ρ∗p

When summing Eq. (A6) over all partial densities, Eq. (A5) for the total density is re-855

covered.856

A very similar approach is used for θv. As for ρ, only the increment of θv is upscaled
from the child- to the parent domain and added to the parent reference profile θv ref,p.

θ∗v,p = θn+1
v,p +

∆tp
τfb

(
Ic→p(θ′n+1

v,c ) + θv ref,p − θn+1
v,p

)
The same approach is taken for w, however the full field is upscaled.

w∗ = wn+1 +
∆tp
τfb

(
Ic→p(wn+1

c )− wn+1
p

)
In the case of vn some numerical diffusion is added to the resulting feedback in-

crement in order to damp small-scale noise.

v∗n,p = vn+1
n,p +

∆tp
τfb

(
∆vn,p +K∇2 (∆vn,p)

)
,

with the feedback increment

∆vn,p = Ice→p(vn+1
n,c )− vn+1

n,p ,

and the diffusion coefficient K = 1
12
ap,e
∆tp

, where ap,e is the area of the quadrilateral spanned857

by the vertices and centers adjacent to the parent’s edge.858

A14 Lateral Nudging859

If the feedback is turned off, i.e. if one-way nesting is chosen, a nudging of the prog-860

nostic child grid variables towards the corresponding parent grid values is needed near861

the lateral nest boundaries in order to accommodate possible inconsistencies between the862

two grids, particularly near the outflow boundary. Because lateral boundaries are in gen-863

eral not straight lines on the unstructured ICON grid, attempts to make an explicit dis-864

tinction between inflow and outflow boundaries (e.g. by prescribing vn at inflow bound-865

aries only) were not successful.866
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To compute the nudging tendencies, the child grid variables are first upscaled to867

the parent grid in the same way as for the feedback, followed by taking the differences868

between the parent-grid variables and the upscaled child-grid variables. The differences869

are then interpolated to the child grid using the same methods as for the lateral bound-870

ary conditions (see above). The relaxation uses weighting factors decreasing exponen-871

tially from the inner margin of the boundary interpolation zone towards the interior of872

the model domain. The nudging zone width and the relaxation time scale can be adjusted873

by the user. Default values are 8 cell rows for the width and 0.02 ∆τ (dynamics time step)874

for the relaxation time scale. The relaxation weights decay with a default e-folding width875

of 2 cell rows. As already mentioned, a second-order diffusion on vn is used near the lat-876

eral nest boundaries in order to suppress small-scale noise.877

A2 Implementation Aspects878

A21 Recursive Algorithm879

So far, we have focused on the coupling of an individual parent and child domain.880

The coupling of multiple and possibly repeatedly nested domains requires a well conceived881

processing sequence, whose basics will be described in the following.882

Figure A3 provides a common example where a global domain is combined with883

two repeatedly nested domains (two-way). The global domain is schematically depicted884

at the bottom, whereas the nested domains are vertically staggered on top of it. The red885

and blue regions show the boundary interpolation zones and feedback zones of the in-886

dividual domains, respectively. The integration time step on the global domain is denoted887

by ∆t. It is automatically reduced by a factor of 2 when moving to the next child grid888

level.889

The processing sequence for the integration of all domains from time step n to n+890

1 is shown in the flowchart at the lower left of Figure A3. The domains are ordered top891

down. Open and filled black dots show model states without and with feedback incre-892

ments, black arrows indicate time integration, and red and blue arrows indicate lateral893

boundary data interpolation and feedback, respectively.894

From an abstract point of view, the flow control of ICON’s hierarchical nesting scheme895

is handled by a recursive subroutine that cascades from the global domain down to the896

deepest nesting level and calls the time stepping and the physics parameterizations for897

each domain in basically the same way as for the global domain. The basic processing898

sequence is as follows:899

(1) A single integration step with ∆t is performed on the global domain which, re-900

sults in an updated model state Mn+1
p , indicated by an open black circle.901

(2) Boundary data are interpolated from the global domain to the first nested domain902

(red arrow), followed by an integration step on nested domain 1 over the time in-903

terval ∆t/2.904

(3) As there exists another nested domain within nest 1, boundary fields based on the905

model state Mn+1/2
c1 are interpolated to the second nested domain. Afterwards,906

the model is integrated on nested domain 2 over two times the time interval ∆t/4,907

resulting in the model state Mn+1/2
c2 .908

(4) Feedback is performed from nest 2 back to nest 1 (blue arrow), which results in909

an updated model state Mn+1/2∗
c1 on nested domain 1 (black filled dot). Then, on910

nested domain 1 the model is again integrated in time to reach model state Mn+1
c1 .911

(5) This is followed by a second lateral boundary data interpolation from nest 1 to912

nest 2 based on Mn+1
c1 . Nest 2 is integrated in time again, to reach its state Mn+1

c2 .913

(6) As a final step, feedback is performed from nest 2 to nest 1, followed by feedback914

from nest 1 to the global domain.915
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A22 Distributed-Memory Parallelization916

Several measures are taken in order to optimize the computational efficiency of the917

nesting implementation.918

In the model grids, grid points lying at or near the lateral boundary of a nested919

domain are shifted to the beginning of the index vector, ordered by their distance from920

the lateral boundary. This allows excluding boundary points from prognostic computa-921

tions accessing non-existing neighbor points without masking operations. In the present922

implementation, the four outer cell rows constituting the boundary interpolation zone923

(see Figure 1), and the adjacent fifth one participate in the reordering.924

The reordering makes use of the grid meta-data field refin c ctrl which counts925

the distance from the lateral boundary in units of cell rows (see Figure 1). Correspond-926

ingly, there are integer flag arrays for edges and vertices replicating the distance infor-927

mation from the lateral boundary. This distance information is extended to a larger num-928

ber of grid rows in order to provide the geometric information needed for lateral bound-929

ary nudging. Moreover, the flag arrays signify grid points overlapping with a child do-930

main, including a distinction between boundary interpolation points and interior over-931

lap points.932

Regarding distributed-memory (MPI) parallelization, the general strategy adopted933

in ICON is to distribute all model domains among all compute processors. As this im-934

plies that child grid points are in general owned by a different processor than the cor-935

responding parent grid point, an intermediate layer having the resolution of the parent936

grid but the domain decomposition of the child grid is inserted in order to accommodate937

the data exchange required for boundary interpolation and feedback.938

To reduce the amount of MPI communication for complex nested configurations,939

multiple nested domains at the same nesting level can be merged into one logical domain940

which is then not geometrically contiguous. This needs to be done during the grid gen-941

eration process by indicating a list of domains. The lateral boundary points belonging942

to all components of the merged domain are then collected at the beginning of the in-943

dex vector. For all prognostic calculations, the multiple domains are treated as a single944

logical entity, and just the output files may be split according to the geometrically con-945

tiguous basic domains. As one-way and two-way nesting cannot be mixed within one log-946

ical domain, there may still be two logical domains on a given nest level.947

To further optimize the amount of MPI communication, a so-called processor split-948

ting is available that allows for executing several nested domains concurrently on pro-949

cessor subsets whose size can be determined by the user in order to minimize the ensu-950

ing load imbalance. This option is currently restricted to the step from the global do-951

main to the first nesting level in order to keep the technical complexity at a managable952

level.953
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Jones, P., & Harris, I. (2008). Climatic Research Unit (CRU): Time-series1071

(TS) datasets of variations in climate with variations in other phenomena1072

–24–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

v3. NCAS British Atmospheric Data Centre, May 2021. Retrieved from1073

http://catalogue.ceda.ac.uk/uuid/3f8944800cc48e1cbc29a5ee12d8542d1074

Klocke, D., Brueck, M., Hohenegger, C., & Stevens, B. (2017). Rediscovery of the1075

doldrums in storm-resolving simulations over the tropical Atlantic. Nature1076

Geoscience, 10 (12), 891–896.1077

Korn, P. (2017). Formulation of an unstructured grid model for global ocean dynam-1078

ics. Journal of Computational Physics, 339 , 525–552.1079

Kotlarski, S., Keuler, K., Christensen, O. B., Colette, A., Déqué, M., Gobiet, A., . . .1080
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terrain-following vertical coordinate formulation for atmospheric prediction1132

models. Monthly Weather Review , 130 (10), 2459–2480.1133

Schulzweida, U. (2020). CDO User Guide. doi: 10.5281/zenodo.42469831134

Skamarock, W. C., Klemp, J. B., Duda, M. G., Fowler, L. D., Park, S.-H., &1135

Ringler, T. D. (2012). A Multiscale Nonhydrostatic Atmospheric Model Using1136

Centroidal Voronoi Tesselations and C-Grid Staggering. Monthly Weather1137

Review , 140 (9), 3090 - 3105. doi: 10.1175/MWR-D-11-00215.11138

Skamarock, W. C., Klemp, J. B., Dudhia, J., Gill, D. O., Zhiquan, L., Berner, J., . . .1139

Huang, X. (2019). A description of the advanced research WRF model version1140

4 (No. NCAR/TN-556+STR). Boulder, CO: National Center For Atmospheric1141

Research. doi: 10.5065/1dfh-6p971142

Stevens, B., Giorgetta, M., Esch, M., Mauritsen, T., Crueger, T., Rast, S., . . . oth-1143

ers (2013). Atmospheric component of the MPI-M Earth System Model:1144

ECHAM6. Journal of Advances in Modeling Earth Systems, 5 (2), 146–172.1145

doi: 10.1002/jame.200151146

Tang, Q., Klein, S. A., Xie, S., Lin, W., Golaz, J.-C., Roesler, E. L., . . . Zheng,1147

X. (2019). Regionally refined test bed in E3SM atmosphere model version 11148

(EAMv1) and applications for high-resolution modeling. Geoscientific Model1149

Development , 12 (7), 2679–2706. doi: 10.5194/gmd-12-2679-20191150

Zängl, G., Reinert, D., Ŕıpodas, P., & Baldauf, M. (2015). The ICON (ICOsahedral1151

Non-hydrostatic) modelling framework of DWD and MPI-M: Description of1152

the non-hydrostatic dynamical core. Quarterly Journal of the Royal Meteoro-1153

logical Society , 141 (687), 563–579. doi: https://doi.org/10.1002/qj.23781154

Zarzycki, C., Jablonowski, C., & Taylor, M. (2014). Using Variable-Resolution1155

Meshes to Model Tropical Cyclones in the Community Atmosphere Model.1156

Monthly Weather Review , 142 . doi: 10.1175/MWR-D-13-00179.11157

Zhang, D.-L., Chang, H.-R., Seaman, N. L., Warner, T. T., & Fritsch, J. M.1158

(1986). A Two-Way Interactive Nesting Procedure with Variable Ter-1159

rain Resolution. Monthly Weather Review , 114 (7), 1330-1339. doi:1160

10.1175/1520-0493(1986)114〈1330:ATWINP〉2.0.CO;21161

–26–


