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Abstract

A sequential inversion methodology for combining geophysical data types of different resolutions is developed and applied

to monitoring of large-scale CO2 injection. The methodology is a two-step approach within the Bayesian framework where

lower resolution data are inverted first, and subsequently used in the generation of the prior model for inversion of the higher

resolution data. For the application of CO2 monitoring, the first step is done with either controlled-source electromagnetic

(CSEM) or gravimetric data, while the second step is done with seismic amplitude-versus-offset (AVO) data. The Bayesian

inverse problems are solved by sampling the posterior probability distributions using either the ensemble Kalman filter or

ensemble smoother with multiple data assimilation. A carefully designed parameterization is used to represent the unknown

geophysical parameters: electric conductivity, density, and seismic velocity. The parameterization is well suited for identification

of CO2 plume location and variation of geophysical parameters within the regions corresponding to inside and outside of the

plume. The inversion methodology is applied to a synthetic monitoring test case where geophysical data are made from fluid-

flow simulation of large-scale CO2 sequestration in the Skade formation in the North Sea. The numerical experiments show

that seismic AVO inversion results are improved with the sequential inversion methodology using prior information from either

CSEM or gravimetric inversion.
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Abstract5

A sequential inversion methodology for combining geophysical data types of different res-6

olutions is developed and applied to monitoring of large-scale CO2 injection. The method-7

ology is a two-step approach within the Bayesian framework where lower resolution data8

are inverted first, and subsequently used in the generation of the prior model for inver-9

sion of the higher resolution data. For the application of CO2 monitoring, the first step10

is done with either controlled-source electromagnetic (CSEM) or gravimetric data, while11

the second step is done with seismic amplitude-versus-offset (AVO) data. The Bayesian12

inverse problems are solved by sampling the posterior probability distributions using ei-13

ther the ensemble Kalman filter or ensemble smoother with multiple data assimilation.14

A carefully designed parameterization is used to represent the unknown geophysical pa-15

rameters: electric conductivity, density, and seismic velocity. The parameterization is well16

suited for identification of CO2 plume location and variation of geophysical parameters17

within the regions corresponding to inside and outside of the plume. The inversion method-18

ology is applied to a synthetic monitoring test case where geophysical data are made from19

fluid-flow simulation of large-scale CO2 sequestration in the Skade formation in the North20

Sea. The numerical experiments show that seismic AVO inversion results are improved21

with the sequential inversion methodology using prior information from either CSEM22

or gravimetric inversion.23

1 Introduction24

This chapter is an extended version of Tveit et al. (2020). In particular, we give25

a broader presentation of the controlled-source electromagnetic (CSEM) experiment. For26

a broader presentation of the gravimetric method we refer to the chapter by Appriou &27

Bonneville (2021). The seismic method is presented in several chapters, e.g., Mur et al.28

(2021). While ensemble methods are operational in weather forecasting and industry stan-29

dard in petroleum-reservoir history matching, they are much less frequently seen in pub-30

lications concerned with geophysical inverse problems, like modeling of CO2 monitor-31

ing. A broader introduction to ensemble methods than in Tveit et al. (2020) is there-32

fore given here. The parameterization of the unknown parameter functions (i.e., seismic33

velocity, electric conductivity, density) applied in Tveit et al. (2020) is not standard in34

geophysical inversion, and perhaps, somewhat ‘mathematical’. A broader introduction35

to parameterization is therefore given here as well. In addition, we explain certain con-36
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cepts more thoroughly than what the standard journal-paper format allows for. We have37

chosen to keep the appendices in Tveit et al. (2020) also here for the benefit of readers38

interested in all details of the inversion methodology.39

Storing CO2 in large, saline aquifers is considered one of the remedies for greenhouse-40

gas emission. Cost-efficient CO2 sequestration in large aquifers with an aim to store a41

large amount of CO2 over a restricted period of time will likely involve high injection rate42

spread over few injection wells. The combination of high injection rate and few injec-43

tion wells can lead to hazardous pressure build-ups. If pressure develops over certain thresh-44

olds, situations like, e.g., near-well fracturing and fault reactivation can occur, with pos-45

sibly severe consequences. To be able to detect areas with potential hazardous over-pressure,46

especially far from the wells, periodical geophysical monitoring surveys have to be con-47

ducted. Geophysical monitoring is also important for verifying CO2plume placement and48

fluid-flow simulations, and detecting leakage to the surface.49

1.1 Controlled-source electromagnetics50

A typical CSEM survey consists of first deploying receivers on the seafloor which51

contain AC-coupled electric field sensors and induction-coil magnetometers (Constable,52

2013). The seafloor receivers are capable of recording all components of the electric and53

magnetic fields, although it is most common to use the electric field in inversion. After54

receiver deployment, a 100–300 m horizontal electric dipole (HED) source is towed near55

the seafloor (25–100 m above) passing a time-varying current commonly with a strength56

of 500–1000 A. Vertical source geometry and magnetic dipoles exist, but HED is preferred57

due to electric currents being easier to generate and it produces both horizontal and ver-58

tical fields (Nabighian, 1991). It is by far most common to process the recorded electro-59

magnetic (EM) signals in the frequency domain. Thus the transmitted signal from the60

source is mostly a binary waveform in the range 0.1–10 Hz with the possibility of em-61

phasizing key harmonics. Alternatively, for time-domain processing the source signal is62

a step on/off current which broadcasts over a wide frequency range. Although the un-63

derlying physics are the same, processing time- or frequency-domain signals have differ-64

ent benefits depending on the application. Note that, even though seafloor-deployed re-65

ceivers are most common, towed-source and receiver setups have been extensively de-66

veloped in recent years, see, e.g., Constable et al. (2016).67
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The EM signal transmitted from the source is diffusive in nature, due to the low68

frequencies, and is modified by the electric conductivity of the propagated media. There69

are several mechanisms at work when EM signals travel through media with different70

conductivity, and the complex interplay between these mechanisms determines the re-71

sponses measured in the receivers. First, we have geometric spreading where the EM sig-72

nals are reduced by a factor proportional to the cubic distance traveled. This is gener-73

ally the dominating mechanism near the source where the EM signal is strong. Second,74

we have attenuation where EM signals decay with an exponential factor due to their in-75

ductive nature. This is the dominating mechanism away from the source. Attenuation76

is typically measured in terms of skin depth, which indicates the distance required for77

an EM signal to be reduced by a factor 1/e (≈ 37%), and is a function of frequency and78

conductivity. For frequencies used in CSEM the skin depth is short in conductive me-79

dia such as seawater, which explains why a source has to be towed close to the seafloor.80

When EM signals cross the boundary between two media with different conduc-81

tivity, two mechanisms are important: the galvanic and inductive effects. The galvanic82

effect is a jump in the electric field due to continuity of normal current density. If the83

conductivity decreases across the boundary, the electric field must increase according to84

Ohm’s law. Furthermore, in less conductive media, such as CO2- or hydrocarbon-bearing85

bodies, the attenuation is significantly less, resulting in EM signals propagating in the86

body as ‘guided waves’ (Key, 2016; Weidelt, 2007). In sum, the galvanic effect has the87

potential to produce strong responses as the EM signals radiate from the less conduc-88

tive body back to the seafloor receivers. The inductive effect is a change in current den-89

sity due to continuity of the tangential electric field across the boundary. The change90

in current density induces a magnetic field, according to Ampere’s law, that works against91

the electric field. Compared to the galvanic effect, the responses from EM signals pro-92

duced by the inductive effect are significantly smaller. Lastly, we note that since air is93

non-conductive, the signals traveling there do not attenuate, thus strong EM fields (called94

airwaves) radiate from the air-sea boundary. The source-receiver offset where the air-95

wave dominates over the galvanic and induced effects from the subsurface depends on96

the sea depth (Um & Alumbaugh, 2007).97

The source-receiver geometry is important to produce galvanic and inductive ef-98

fects such that a target in the subsurface is detected. When the source and receivers are99

inline, largely galvanic effects will be produced in the subsurface, while receivers broad-100
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side to the source record largely inductive effects. For economic reasons and the obser-101

vation that galvanic effects produce stronger responses, it seems natural to only perform102

surveys with inline source-receiver geometries. However, as demonstrated in Eidesmo et103

al. (2002) and Constable (2010), ambiguous results may occur from strong galvanic ef-104

fects regarding the thickness of the target, which is not present with the inductive ef-105

fects. Thus, it is recommended to also record with broadside receivers either by towing106

the source over a line of receivers at different angles, or deploying a 2D array of receivers.107

The conductivity of CO2-filled porous media is in the range of 0.01–0.02 S/m, de-108

pending on CO2 saturation. With the surrounding brine-filled porous media being mostly109

around 1 S/m, the conductivity contrast is significant enough to produce strong EM re-110

sponses. Thus CSEM is a suitable method for monitoring CO2 sequestration, which have111

been demonstrated in feasibility studies (Lien & Mannseth, 2008; Orange et al., 2009;112

Bhuyian et al., 2012; Park et al., 2017). Moreover, the studies generally show that the113

sensitivity to lateral variation of the target is high, which fits well our description of less114

conductive targets acting as ‘waveguides’. On the contrary, the sensitivity to varying thick-115

ness of the target is lower. Furthermore, Bhuyian et al. (2012) studied various CO2 se-116

questration scenarios, and showed that CSEM responses were sensitive to different CO2-117

plume geometries and saturation values, including the ability to detect shallow CO2 leak-118

age using a range of frequencies. Lastly, there have been studies on the spatial resolu-119

tion of the CSEM method, that is, how well a given structure is resolved from the data;120

see Key (2012) and references therein. In general, due to the low-frequency signals, it121

is anticipated than CSEM data will have coarser spatial resolution than seismic data.122

1.2 Seismics and gravimetrics123

The most widely used geophysical monitoring method is the seismic method. Be-124

ing a mature field of science, a wealth of inversion (and imaging) techniques exist within125

the seismic method; from full-waveform inversion, which has become popular in recent126

years, to various approximation methods, such as ray-tracing. Here, we apply the com-127

mon approximation method amplitude versus offset (AVO), see, e.g., Chopra & Castagna128

(2014), where elastic parameters are estimated from seismic reflection coefficients. Seis-129

mic time-lapse signals are sensitive to changes in subsurface elastic properties, where changes130

due to contrasts in both saturation and pressure are important for CO2 monitoring. Dis-131

crimination between saturation and pressure effects is discussed, e.g., in Tura & Lum-132
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ley (1999); Landrø (2001); Trani et al. (2011); Davolio et al. (2012); Grude et al. (2013);133

Longxiao et al. (2016); Souza et al. (2017). Obtaining reliable saturation and pressure134

estimates from AVO data can be difficult, due to data and modeling errors, poor con-135

ditioning of the linearized AVO system, and significant uncertainties in the petroelas-136

tic model. To increase the reliability of inversion results, combining seismic data with137

information from complementary geophysical data types is an option. The complemen-138

tary data types considered in this chapter are CSEM and gravimetric data.139

Gravimetric methods have been used in many monitoring case studies, e.g., reser-140

voir production monitoring, see, e.g., Vatshelle et al. (2017); Zumberge et al. (2008); Hare141

et al. (2008). The measured gravitational field in monitoring studies is sensitive to changes142

in density. The CO2 density is (in most cases) less than the brine density, and the den-143

sity change resulting from displacing brine by CO2 is significant enough to produce de-144

tectable gravity signals. In addition to density changes due to different fluid content in145

the pores, the fluid densities are dependent on pressure (and temperature). Hence, it is146

possible to monitor pressure and saturation effects with gravity data, although pressure147

effects on density are often weak. The spatial resolution of gravity data is lower than that148

of seismic data. The cost of gravity measurements is, however, lower than those of seis-149

mic and CSEM measurements. Several studies have concluded that gravity data provide150

valuable information for CO2 monitoring, both as stand-alone measurements and as a151

supplement to other geophysical methods (Gasperikova & Hoversten, 2008; Alnes et al.,152

2011; Ishido et al., 2011; Landrø & Zumberge, 2017). We note that reliable gravimet-153

ric measurements are dependent on accurate subsidence/uplift mapping at receiver lo-154

cations, to correctly account for the distance to Earth’s center in the data processing.155

1.3 Joint utilization of disparate data types156

Disparate geophysical data types have different associated strengths and weaknesses,157

and separate inversion of such data types will typically lead to inconsistent images of the158

same target. Since the data types contain complementary information about the target,159

there is, however, a potential for obtaining an improved image by combining them. Un-160

fortunately, combining complementary geophysical data types is not a straightforward161

process. Scale issues, such as differences in resolution, is one obstacle that must be over-162

come. Proper uncertainty specification for the data types presents another difficulty. This163

is perhaps particularly pronounced for seismic data, since they have typically gone through164
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a number of processing steps before inversion starts. Erroneous specification of uncer-165

tainty for a data type will directly influence the relative weight put on that data type166

in the inversion.167

Many of the joint-inversion techniques that have been suggested in the literature168

are based on the assumption that the data types are linked through petrophysical or struc-169

tural relationships. Use of petrophysical relationships between saturation and pressure170

and elastic and electric properties allows for direct estimation of time-lapse saturation171

and pressure changes. Although petrophysical relationships are built from an underly-172

ing theory, they contain several unknown parameters and therefore require calibration173

to experimental data. Since laboratory samples can never fully represent the true sub-174

surface, a modeling error is introduced when performing joint inversion using petrophys-175

ical relationships. Examples of joint-inversion techniques using petrophysical relation-176

ships can be found, e.g., in Hoversten et al. (2006); Moorkamp et al. (2011); Abubakar177

et al. (2012); Chen & Hoversten (2012).178

Alternatively, joint-inversion techniques based on assumed underlying structural179

relationships between selected functions of time-lapse saturation and pressure changes180

in the different geophysical regimes can be used. Such techniques estimate these func-181

tions (e.g., time-lapse changes in seismic velocity and electric conductivity) in the inver-182

sion, while the corresponding saturation and pressure changes can be found from petro-183

physical relationships after the geophysical inversion, if desired. The cross-gradient ap-184

proach, introduced in Gallardo & Meju (2003), is perhaps most common among such joint-185

inversion techniques. With this approach, it is basically enforced during the inversion186

that large spatial variations in seismic velocity and electric conductivity should only oc-187

cur along the same directions. Examples of structural joint-inversion techniques can be188

found in Haber & Oldenburg (1997); De Stefano et al. (2011); Gallardo & Meju (2011);189

Lien (2013).190

While the joint-inversion techniques described above aim to utilize complementary191

data types in a single inversion process, so-called cooperative inversion techniques (Lines192

et al., 1988) aim to invert the data types in separate steps, with the resulting model from193

inversion of one data type acting as starting model or constraint for the subsequent in-194

version of another data type. Examples of cooperative inversion techniques can be found195

in Tveit et al. (2015a,b), where interpreted seismic inversion results are used as struc-196
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tural prior information for CSEM inversion, and in Hu et al. (2009); De Stefano et al.197

(2011); Takougang et al. (2015), where inversion of each data type is done in sequence198

and, in some cases, iterated. Exchanging information between geophysical models in the199

disparate inversion sequences can be challenging, especially if the spatial resolutions of200

the data types are different. In Um et al. (2014), seismic velocity and electric resistiv-201

ity models were coupled through exchange of structural information, but that required202

an extra inversion step between the (iterated) inversion sequences.203

Our inversion strategy belongs within the Bayesian framework. Data and unknown204

parameters are considered as random variables, and the solution to the inverse problem205

is the posterior probability density function (PDF) for the unknown parameters. From206

the posterior PDF a best-estimate geophysical model (the mean) with associated uncer-207

tainty and correlations (the covariance) can be extracted, if desired. Bayes’ rule for PDFs208

states that the posterior PDF is proportional to the product of the prior PDF for the209

unknown parameters and the PDF for the observed data given the parameters. The prior210

PDF can be formed using all types of information except the observed data used when211

calculating the posterior. A geologist opinion is a prime example of information that can212

be suitable when building the prior PDF. It is, however, also possible to use informa-213

tion obtained from one data type in the construction of a prior model for inversion of214

another data type that is independent of the first one (sequential Bayesian inversion).215

To use different geophysical data types jointly, we follow ideas from cooperative in-216

version, and further develop an inversion strategy introduced in Tveit et al. (2016). We217

suggest a sequential approach where data with lower spatial resolution are inverted first,218

and subsequently, the results are applied in the construction of the prior model for the219

inversion of data with higher resolution. As discussed above, both CSEM and gravimet-220

ric data have lower spatial resolution than seismic AVO data. Thus, either CSEM or gravi-221

metric inversion will be performed in the first step, before the seismic AVO inversion in222

the second step. The construction of the prior model for the seismic inversion is facil-223

itated by using the same type of parameterization for the unknown functions in the CSEM,224

gravity, and seismic inversions.225
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1.4 Parameterization226

Basically, parameterization refers to selection of the variables used to formulate the227

problem, and selecting a suitable parameterization can make the problem considerably228

simpler to solve. An obvious example is use of polar coordinates in analytic integration229

over a 2-D region with circular boundaries. For an inverse problem, parameterization refers230

to selection of a mathematical representation for the unknown function controlled by a231

set of parameters that are to be estimated. The conceptually most simple parameter-232

ization is perhaps to represent the unknown function by its values on the forward-simulator233

grid (pixel parameterization). We will apply a more advanced parameterization (see,234

e.g., Berre et al., 2011; Tveit et al., 2015b) based on the level-set framework that, con-235

trary to the pixel parameterization, facilitates representation of region boundaries with-236

out a priori restrictions on their shapes. It is therefore well suited to represent the bound-237

aries of the images of a large-scale CO2 plume in the respective geophysical domains, that238

is, in the electric conductivity, density, and seismic velocity. It is expected that these prop-239

erties will be slowly varying both within the region corresponding to the plume and out-240

side that region, while the variation can be abrupt when crossing the region boundary.241

The applied parameterization is able to handle this type of variation using a relatively242

small number of parameters.243

1.5 Sampling the posterior distribution244

For the cases considered here (and for most other cases), a complete characteriza-245

tion of the posterior PDF is only possible by using sampling techniques. A sample from246

a PDF for a random variable is a set of correctly generated realizations of that random247

variable. The term ‘correctly generated’ means that if the sample size is sufficiently large,248

all properties of the PDF can be accurately estimated from the sample. Markov chain249

Monte Carlo (MCMC) methods can sample correctly from the posterior PDF, but re-250

quire a huge number of forward-model runs for a sufficient description of the posterior251

PDF. For application of MCMC methods to geophysical problems, see, e.g., Bodin & Sam-252

bridge (2009); Buland & Kolbjørnsen (2012); Ray & Key (2012); Gunning & Glinsky (2004).253

MCMC methods have an extremely high computational cost for realistically-sized254

problems. To reduce computational costs, two ensemble-based Bayesian methods, the255

ensemble Kalman filter (EnKF) (Evensen, 1994) and the ensemble smoother with mul-256
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tiple data assimilation (ES-MDA) (Emerick & Reynolds, 2013), which require only a mod-257

erate number of forward-model runs, will be applied here. These methods have an un-258

derlying Gaussian assumption on the involved PDFs, and can therefore be shown to sam-259

ple correctly from the posterior PDF only in the case where the prior PDF is Gaussian260

and the forward model is linear, in the limit of an infinite ensemble size. They have, how-261

ever, been shown to sample approximately correct in many scientific fields where the for-262

ward models are nonlinear, see, e.g., Evensen (2009) and Aanonsen et al. (2009), and ref-263

erences therein. Ensemble-based Baysian methods have been used for inversion of CSEM264

data (Tveit et al., 2015a) and inversion of seismic data (Liu & Grana, 2018; Gineste &265

Eidsvik, 2015, 2017; Thurin et al., 2017).266

1.6 Skade formation267

The inversion methodology will be applied to a synthetic CO2 monitoring test case268

where the geophysical reference (‘true’) models are made based on fluid-flow simulations269

of large-scale CO2 sequestration with three injection wells in the Skade formation (Ele-270

nius et al., 2018). The Skade formation is considered a potential candidate for storing271

large amount of CO2 in the North Sea (Halland et al., 2014). In the test case, we con-272

sider a 2D cross section through one of the injection wells. Thus, the test case serves as273

a feasibility study to asses the effectiveness of long-term monitoring of CO2 sequestra-274

tion in the formation.275

1.7 Outline276

The chapter is organized as follows: in Section 2, the forward models for CSEM,277

gravimetry, and seismic methods are presented. Section 3 describes the inverse problem278

and consists of three main parts: the parameterization is described in Section 3.1 fol-279

lowed by the ensemble-based, Bayesian methods in Section 3.2, and lastly sequential uti-280

lization of CSEM, gravimetric, and seismic data is discussed in Section 3.3. The numer-281

ical setup and results from the test case will be presented in Section 4. We end with some282

concluding remarks in Section 5.283
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2 Forward Models284

The rock physics model, converting reservoir saturation and pressure to geophys-285

ical variables, is described in Section 4.1. The three geophysical methods used in this286

chapter — CSEM, seismic, and gravimetry — are simulated using three separate forward287

solvers. Common for all three forward models is that the computational domain is 2D,288

denoted Γ ∈ R2. In the following, let x = (x, z)T denote an arbitrary position vector,289

and let Ng be the number of grid cells when Γ is discretized.290

2.1 CSEM291

The governing equations for the EM signals are the Maxwell’s equations. Here, we292

focus on the frequency-domain formulation in the quasi-static approximation,293

∇× e = iωµh, (1)

∇× h− σe = je, (2)

∇ · µh = 0, (3)

∇ · εe = 0, (4)

where e is the electric field, h = µ−1b is an auxillary vector to the magnetic field b,294

and je is the source current density. Furthermore, µ denotes the magnetic permeabil-295

ity, ε denotes electric permittivity, and σ denotes the electric conductivity. The harmonic296

time convention used is exp(−iωt), where ω denotes the angular frequency and i =
√
−1.297

With the quasi-static approximation, we neglect time-varying currents (also called dis-298

placement currents) in Ampere’s law (2), since their contribution in low-frequency sig-299

nals is small. Moreover, we have assumed that no free electric charges are present.300

Maxwell’s equations are first-order, coupled partial differential equations (PDEs)

that are often used in modeling CSEM responses. In many modeling approaches, how-

ever, it is more common to decouple the equations by simple mathematical manipula-

tions. Eliminating h from (1)–(4) leads to,

∇×
(
µ−1∇× e

)
− iωσe = iωje. (5)

From (5) we see that the price for decoupling Maxwell’s equations is a second-order PDE.301

Furthermore, we can see from (5) that it resembles classical diffusion equations, which302

is a consequence of the quasi-static approximation and is why EM signals are diffusive303

in nature (Løseth et al., 2006).304
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An alternative formulation of (5) can be made using scalar and vector potentials.305

The approach applies Helmholtz decomposition to the electric field, reducing it to the306

sum of a curl-free (i.e., a scalar potential) and a divergence-free (i.e., a vector potential)307

vector field. The decomposition splits the physics causing the electric field into two dis-308

tinct sources, thus providing better handling of these sources in the modeling. The price309

paid is representing the three electric field components with four unknowns (three vec-310

tor field components and one scalar), and thus requiring so-called gauge transformations311

to get a closed-form system of equations (see, e.g., Aruliah et al., 2001).312

Most commonly, three approaches are used to solve the first- or second-order (with313

or without vector-scalar potentials) Maxwell’s equations: integral equation, finite differ-314

ence (including finite volume), and finite element approaches.315

With the integral equation approach, the conductivity is split into background and316

anomalous (e.g., CO2-bearing bodies) parts, σ = σb+σa, and the corresponding elec-317

tric field is split in a similar manner, e = eb + ea. The details for deriving the inte-318

gral equations can be found, e.g., in Hohmann (1975), but in broad strokes it involves319

inserting the split electric field and conductivity into Maxwell’s equations, multiplying320

with a dyadic Green’s function, G(x,x′), and integrating. The dyadic Green’s function321

is essentially the electric field at x due to a unit current density at x′, and can be cal-322

culated analytically for simple geometries, e.g., layered subsurface (see, e.g., Wannamaker323

et al., 1984), or numerically (see, e.g., Jakobsen & Tveit, 2018). The resulting equations324

are325

eb(x) =

∫
Q

G(x,x′)j(x′)dx′, (6)

ea(x) =

∫
D

G(x,x′)σa(x′)[ea(x′) + eb(x′)]dx′, (7)

where j denotes source currents, Q denotes the region containing source currents, and326

D denotes the region where σa is nonzero. The computationally intensive part is calcu-327

lating ea inside D, since discretization of (7) then results in a linear system with a dense328

system matrix. The upshot, however, is that D is typically much smaller than the re-329

gion of interest, leading to a system matrix that, although dense, is not too large for com-330

putations.331

With a traditional finite difference approach, the procedure is: discretize σ on a332

structured, rectangular grid; approximate Maxwell’s equations by finite differences; and333
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solve the resulting linear system involving a large sparse band matrix. The major ad-334

vantages with such an approach are the simplicity of the implementation and compu-335

tational efficiency for problems with simplistic geometry, while the drawback is handling336

features at different scales, from source and receivers at order of meters to geological for-337

mations at the order of kilometers. For first-order Maxwell’s equations, the electric and338

magnetic fields are typically represented on staggered grids following Yee (1966).339

The solution procedure for a typical finite-element approach involves the follow-340

ing steps: discretize σ on an unstructured grid (e.g., with triangular elements); derive341

the governing equations for one element and assemble all elements in Γ; and solve the342

resulting sparse linear system. The major advantage with finite element approaches is343

the ability to conform the unstructured grid to complex model features, while the draw-344

backs are the involved procedure deriving the element equations and the special care re-345

quired to solve the linear system involving a large sparse unstructured matrix.346

In Section 4, the solution to (5) will be calculated using a 2.5D finite element ap-347

proach, implemented in the MARE2DEM software (see Key, 2016; Key & Ovall, 2011,348

for extensive description of the simulator). Note that 2.5D refers to the quite popular349

approach of finding 3D vector fields (e or h) by splitting the governing equations into350

sequences of 2D problems using Fourier transformation (Key, 2016). Finally, the com-351

putational domain, Γ, is discretized into Ng triangular elements using Triangle (Shewchuk,352

1996).353

2.2 Gravimetry354

The gravity field, g, must satisfy the following equations

∇ · g = −4πGρ, ∇× g = 0, (8)

where G denotes the universal gravitational constant and ρ denotes the density. The gravi-

metric data measured at a site are vertical gravity fields, gz, and contain everything that

influences the gravitational field at the receiver locations. To remove the influences on

the measurements from known but unwanted sources, the data are processed such that

the remaining data (called gravity anomaly) are only due to an anomalous density, ∆ρ,

in the subsurface. The gravity anomaly for gz is denoted ∆gz, and the general solution
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of (8) for ∆gz is given as

∆gz(x) = 2G

∫
Γ

∆ρ(x′)
z′ − z
‖x′ − x‖2

dx′dz′. (9)

To solve (9), the analytical approach given in Talwani et al. (1959) is used, where Γ is355

discretized into Ng triangular elements with Triangle. It is assumed that ∆ρ is constant356

for each element.357

2.3 Seismic AVO358

In seismics, elastic waves are produced from a controlled source, and reflected and

rarefracted waves are subsequently recorded by hydrophones offshore and geophones on-

shore. The main type of elastic waves affecting the recorded responses are primary, or

pressure, (P) waves and secondary, or shear, (S) waves. P waves travel by compression

of the media, while S waves are transverse, i.e., the movement is perpendicular to the

direction of propagation. In reflection seismology methods, like AVO, we are only inter-

ested describing how P- and S waves are reflected and transmitted at a rock boundary.

Specifically, AVO focuses on the relationship between reflection and transmission coef-

ficients and the incident angle (or source-receiver offset), which is generally described by

the Zoeppritz equations. Unfortunately, these equations are tedious to evaluate numer-

ically, and often a linear approximation is used instead. Here, we follow an approach com-

mon in AVO and use incident and reflected P waves (Rpp) as data. To model Rpp, we

use the linear approximation given in Aki & Richards (1980),

Rpp =
1

2 cos2 θ

∆Vp
V̄p
− 4

V̄s
2

V̄ 2
p

sin2 θ
∆Vs
V̄s

+
1

2

(
1− 4

V̄s
2

V̄ 2
p

sin2 θ

)
∆ρ

ρ̄
. (10)

Vp and Vs denote the P- and S-wave velocities, θ denotes the incident (or reflection) an-359

gle, and the overbar denotes average velocity over the reflecting surface. Note that the360

linear approximation (10) describes the reflection coefficient from one reflecting surface361

and one θ, and is only valid for weak velocity contrasts and θ significantly below the crit-362

ical angle. To expand (10) for use with multiple θ and reflecting surfaces, we follow the363

description in Buland & Omre (2003, Appendix B). Note that, it is assumed that effects364

such as geometrical spreading, multiples, and absorption have been removed or corrected365

for in a (pre-)processing step, and it is also assumed that deconvolution and time-depth366

conversion have been performed. Furthermore, it is assumed that data recorded as a func-367
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tion of source-receiver offsets have been transformed to be function of incident angles,368

θ. (The transformation can be done with, e.g., ray-tracing or approximate offset-angle369

formulas.)370

3 Inverse problem371

We consider the sequential inversion strategy where electromagnetic or gravimet-372

ric data is inverted first, and utilize results from this inversion to construct a prior model373

for the inversion of seismic data. Several inverse sub problems, involving different phys-374

ical quantities, will therefore be considered: inversion of seismic data to seismic veloc-375

ity; electromagnetic data to electric conductivity, and; gravimetric data to density. Ma-376

jor components of the inversion methodologies applied to solve the different sub prob-377

lems will, however, be identical. To keep the description of these common features of the378

methodology concise, we introduce a common notation. Let d ∈ RNd denote measured379

data, f (x) ∈ F the unknown function to be estimated, and g (f) ∈ RNd the forward-380

model output. With frequency-domain CSEM, data will be complex. In that case, d and381

g will be augmented vectors containing real and imaginary parts of the complex data382

and forward-model output, respectively. To solve the associated inverse problem, that383

is, to estimate f (x) from d and additional available information, we use an ensemble-384

based Bayesian method in conjunction with a carefully designed parameterization, q (x; m) ∈385

Q, of f (x), where m ∈ RNm denotes the unknown parameter vector and Q ⊂ F . A386

description of how results from the different inverse sub problems are combined, and a387

reasoning behind the way the data types are utilized together in the sequential strategy,388

are given in Section 3.3. Results obtained with this strategy will be compared with those389

obtained by direct inversion of seismic data in Section 4. Note also that Vs and ρ are fixed390

at their true values in all seismic inversions.391

3.1 Parameterization392

The vast majority of papers concerned with solving inverse problems numerically393

parameterize the unknown function by a constant value in each forward-model grid cell394

(pixel parameterization). For inverse problems where the unknown function is expected395

to possess significant grid-cell-scale variations, using pixel parameterization makes per-396

fect sense. For other types of inverse problems, using other types of parameterizations397
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might be advantageous. The point is to carefully consider the problem at hand before398

selecting which type of parameterization to apply.399

Except perhaps in the immediate vicinity of injection wells, significant pressure vari-400

ations on the grid-cell scale will not occur. Typically, there will not be significant grid-401

cell-scale variations in saturation inside or outside a CO2 plume, except in the vicinity402

of the plume boundary, and time-lapse changes of a CO2 plume are primarily shape and403

volume changes. A suitable parameterization for estimation of time-lapse changes of a404

CO2 plume should therefore be flexible with respect to what spatial shapes it can rep-405

resent, and it should facilitate shape changes. On the other hand, it does not necessar-406

ily have to allow for significant spatial grid-cell-scale variations, except close to the plume407

boundary.408

We will estimate time-lapse changes in functions of saturation and pressure, like409

density, seismic velocity and electric conductivity. These functions might experience spa-410

tial grid-cell-scale variations everywhere, since they are functions also of rock properties.411

Time-lapse changes in these functions are, however, not expected to possess such vari-412

ations, since rock properties are considered to be constant in time. Hence, one may ar-413

gue that the same type of parametrization that is suitable for estimation of time-lapse414

changes of a CO2 plume itself is also suitable for our purposes.415

We will describe a parameterization that meets the requirements outlined above.416

This parameterization is not standard, and we will therefore relate it to more standard417

parametrizations. We start by writing the pixel parameterization in a mathematical no-418

tation suitable for describing also the parameterization that we apply.419

Let the inversion region, Ω, be the union of the members in a set of predetermined

non-overlapping subdomains, {Ωj}Nmj=1, and let χj (x) denote the indicator function for

Ωj (i.e. χj = 1 in Ωj and zero elsewhere). One may then write q (x; m) as a linear ba-

sis expansion

q (x; m) =

Nm∑
j=1

mjχj (x) , (11)

that is, a standard zonation with zones {Ωj}Nmj=1. Letting Nm = Ng and letting Ωj cor-420

respond to grid cell number j results in (11) being a pixel parameterization of f .421

Since we can select zone boundaries as we please, a standard zonation is flexible

with respect to what shapes it can represent. The zones are, however, fixed when solv-
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ing the inverse problem while the values in each zone, the mj ’s, are estimated. This is

not satisfactory for our purposes, since shape changes are essential. In order to change

zone boundaries, one may introduce dependencies on a set of control parameters in the

basis functions, {χj}Nmj=1. To this end, let the parameter vector consist of two sub vec-

tors; mT = (cT ,aT ), where c ∈ RNc , a ∈ RNa and Nc +Na = Nm, and write q (x; m)

as a non-standard zonation with Nc zones,

q (x; m) =

Nc∑
j=1

cjχj (x; a) . (12)

The dependencies of the χjs on a may be utilized to change the boundaries of the cor-422

responding zones, while c now plays the role that m has in a standard zonation.423

We will do shape estimation, and therefore parameterize f by what can be seen as424

an approximation to a particular type of non-standard zonation — the reduced, smoothed425

level-set representation. Details on the representation can be found in Tveit et al. (2015a,b),426

and references therein. For the convenience of the reader, we have summarized the rep-427

resentation in Appendix A. As is evident from this exposition, we will also apply an ex-428

tended version of this type of parameterization by allowing the coefficients multiplying429

the basis functions to vary spatially. This extension is useful when inverting seismic AVO430

data, to allow for large-scale pressure variations in Vp. Note also that the reduced, smoothed431

level-set representation can easily be extended to 3D, following Berre et al. (2011).432

3.2 Ensemble-based Bayesian inversion433

The relation between the random variables d and m is

d = g (m) + εd, (13)

where εd ∈ RNd denotes the a realization of the measurement error vector, and g (q (x; m))

has been written g (m) for convenience. Before any data have been applied, m follows

the prior probability density function (PDF) p(m), and for a given m, d follows the con-

ditional PDF p(d|m) = p(εd = d− g(m)), which we assume is a zero-mean Gaussian

distribution with covariance matrix Cd. Bayes’ rule for PDFs then implies that the con-

ditional PDF of m given d obeys

p(m|d) ∝ p(d|m)p(m). (14)

The posterior PDF, p(m|d), describes the complete Bayesian solution to the inverse prob-434

lem.435
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An analytical expression for p(m|d) is only feasible when p(m) is Gaussian and g (m)436

is linear. Otherwise, p(m|d) must be characterized through sampling. Markov-chain Monte437

Carlo methods can sample correctly from p(m|d), but are prohibitively computation-438

ally expensive for realistic geophysical problems. In Sections 3.2.3 – 3.2.4 we describe439

the computationally feasible, approximate sampling methods for parameter estimation440

that are applied in this chapter; the ensemble smoother with multiple data assimilation441

(ES-MDA) (Emerick & Reynolds, 2013) and the ensemble Kalman filter (EnKF) (Evensen,442

1994). For convenience of the reader, we will, however, first briefly describe the Kalman443

filter (Kalman, 1960) and the ensemble smoother (van Leeuwen & Evensen, 1996) in a444

parameter-estimation setting.445

3.2.1 Kalman filter446

Let m0 and m1 denote the prior and posterior model, respectively. If p(m0) is Gaus-447

sian and g (m) is linear, that is, g (m) = Am, p(m1|d) will be Gaussian. Its mean is448

expressed by the Kalman-filter equations (Jazwinski, 1970),449

w = Am̄0, (15)

K = Cm0w (Cw + Cd)
−1
, (16)

m̄1 = m̄0 + K (d−w) , (17)

where K denotes the Kalman gain, and ȳ and Cy denote the mean and auto covariance450

of y, for any y. Furthermore, Cyz denotes the cross covariance between y and z, for any451

y and z.452

3.2.2 Ensemble smoother453

If p(m0) is not Gaussian and/or g (m) is nonlinear, p(m1|d) must be character-454

ized by sampling. With the ensemble smoother, (15)–(17) are applied to each member455

in the sample (ensemble member) and Cm0w and Cw in (16) are replaced by the empir-456

ical covariances, C̃m0w and C̃w, calculated from the corresponding ensembles.457

To be able to write the ensemble-smoother equations in a concise manner, let M458

and D denote the matrices holding the model ensemble members and data ensemble mem-459

bers as columns, respectively; M = (m1,m2, . . . ,mNe), D = (d1,d2, . . . ,dNe). Hence,460

M0 contains a sample from p(m0) and M1 contains a sample from p(m1|d). To gener-461
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ate M0, we use the Cholesky decomposition method described in Appendix B. The ma-462

trix D contains a sample from N (d,Cd), where N denotes the Gaussian distribution.463

Defining the matrices G(M) = (g(m1),g(m2), . . . ,g(mNe)) and W = (w1,w2, . . . ,wNe),464

the ensemble-smoother equations may be written as465

W = G
(
M0
)
, (18)

K̃ = C̃m0w

(
C̃w + Cd

)−1

, (19)

M1 = M0 + K̃ (D−W) . (20)

From M1, one may calculate approximations to the two first moments of p(m1|d), m̄1
466

and Cm1 , empirically. The ensemble smoother thus provides a best estimate and a quan-467

tification of its uncertainty. The sample mean, m̃1, can be obtained by inserting m1 for468

y in Appendix C, while the sample covariance, C̃m1 , can be obtained by inserting m1
469

for y and z.470

3.2.3 Ensemble smoother with multiple data assimilation471

When g (m) is nonlinear, iterations are generally required to obtain an accurate472

estimate for m, while the ensemble smoother assimilates d in a single step. In an attempt473

to alleviate this problem with the ensemble smoother, the ES-MDA allows for d to be474

assimilated in Nu smaller steps in a statistically correct manner. To this end, a sequence475

of real positive scalars, η1:Nu , is introduced, and it is required that
∑Nu
u=1 η

−1
u = Nu (Em-476

erick & Reynolds, 2013). The data-error covariance in cycle number u is inflated by ηu,477

that is, Du contains a sample from N (d, ηuCd), such that the estimate after comple-478

tion of u cycles will depend on η1:u.479

To describe the ES-MDA in the ensemble-matrix notation introduced in Section 3.2.2,480

let Mu denote M after assimilation cycle number u has been completed, that is, Mu con-481

tains a sample from p(mu|d, η1:u). The ES-MDA equations for cycle number u may then482

be written as483

Wu = G
(
Mu−1

)
, (21)

K̃u = C̃mu−1wu

(
C̃wu + ηuCd

)−1

, (22)

Mu = Mu−1 + K̃u (Du −Wu) . (23)

After cycle number Nu one obtains the final updated model ensemble MNu , from which484

one may calculate empirical approximations to the two first moments of the posterior485
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PDF, p(mNu |d, η1:Nu), in a similar mannner as described in the final paragraph of Sec-486

tion 3.2.2. Typical values for Nu are 4 – 8. Theoretical and practical procedures for choos-487

ing ηu can be found in Rafiee & Reynolds (2017).488

3.2.4 Ensemble Kalman filter489

While the ensemble smoother assimilates all data simultaneously in a single step490

and the ES-MDA assimilates all data simultaneously in a sequence of smaller steps, the491

EnKF is a sequential estimation methodology that assimilates part of the data in each492

assimilation cycle until all available data have been assimilated. It has been shown (Fos-493

sum & Mannseth, 2014a,b) that sequential estimation can be expected to outperform494

simultaneous estimation in a single step for weakly nonlinear problems.495

To describe the EnKF in the ensemble-matrix notation, we split D and G into sub-

matrices,

D =



D1

D2

...

DNv


, G =



G1

G2

...

GNv


, (24)

where Nv denotes the number of data groups, Dv denotes the ensemble matrix for data496

group number v and Gv denotes the ensemble matrix for the corresponding forward model.497

Furthermore, let Mv denote M after assimilation of v data groups have been completed,498

that is, Mv contains a sample from p(mv|d1:v). The EnKF equations for cycle number499

v may then be written as500

Wv = Gv
(
Mv−1

)
, (25)

K̃v = C̃mv−1wv

(
C̃wv + Cdv

)−1

, (26)

Mv = Mv−1 + K̃v (Dv −Wv) . (27)

After cycle number Nv, one obtains the final updated model ensemble MNv , from which501

one may calculate empirical approximations to the two first moments of the posterior502

PDF, p(mNv |d1:Nv ), in a similar manner as described in the final paragraph of Section 3.2.2.503

Note that the computational expense is approximately equal to Ne times the com-504

putational expense of one forward-model run for EnKF, and (Nu ·Ne) times the com-505

putational expense of one forward-model run for ES-MDA. Hence, ensemble-based meth-506

ods are suitable for problems with large Nm and Nd.507
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3.3 Sequential utilization of different data types508

Seismic P-wave velocity depends on saturation and pressure. We will not invert for509

saturation or pressure changes directly, but rather invert for time-lapse changes in the510

geophysical parameter functions, σ, ρ, and Vp. In particular, we will use inversion results511

for σ and ρ to improve inversion results for Vp. If desired, saturation and pressure ef-512

fects can be inferred from these inversion results.513

Utilizing the notation from Section 3.1, we let q denote one of the geophysical pa-514

rameter functions. We will consider changes in q from before injection starts (where the515

reservoir pressure is constant), and until after CO2-injection has been active for some516

time. If rock properties were homogeneous, q0 would then be constant, and spatial vari-517

ations in q−q0 would be identical to the spatial variations in q itself. For reasons given518

in Section 4.1, we will use homogeneous rock properties in the numerical experiments.519

Later on when we present results from the numerical experiments, we will therefore plot520

q and not q−q0. Furthermore, we will not differentiate in the text between a geophys-521

ical parameter function and its time-lapse change, except if it is deemed necessary to avoid522

misunderstandings.523

In the very early phase of a CO2 injection, a pressure front is advancing, followed524

by a saturation front which is advancing much more slowly. Hence, in a later phase, no525

pressure front is found in the vicinity of the advancing saturation front. So, except in526

the very early stages, the pressure variation during CO2 injection in a reservoir has a dif-527

ferent character than the saturation variation, which defines the CO2 plume.528

These characteristics are reflected in the true Vp, depending on the rock physics.529

It may, however, be difficult to identify them in the Vp obtained by inverting seismic data,530

due to data and modeling errors and instability of the inversion. In particular, using a531

pixel parameterization to represent Vp may result in pixel-scale errors that blur the un-532

derlying large-scale CO2 plume. The parameterization we apply here, however, directly533

represents large-scale structures, like a CO2 plume. This means that while the inversion534

may not ensure a correct placement and shape of the plume, it will by construction of535

the parameterization avoid blurring of the plume by pixel-scale errors.536

Electric conductivity depends on saturation, but not on pressure. Density depends537

on saturation and pressure. The variation in ρ across the CO2-plume boundary is, how-538
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ever, significantly stronger than the variation due to pressure differences at neighbour-539

ing locations. Abrupt changes in σ or ρ with x therefore indicate the location of the CO2-540

plume boundary (at least when using the parameterization described in Section 3.1, since541

pixel-scale errors then are avoided). The resolution with which σ and ρ can be determined542

from CSEM and gravimetric data, respectively, is, however, coarser than that with which543

Vp can be determined from seismic data. It is therefore not straightforward to utilize in-544

formation about the CO2 plume obtained from CSEM or gravimetric inversion in the545

seismic inversion. It would, for example, not be advisable to fix the CO2-plume bound-546

aries to those obtained from CSEM or gravimetric inversion when inverting the seismic547

data.548

In Landrø & Zumberge (2017), a sequential approach for CO2 estimation in the549

Sleipner field was proposed, where seismically derived saturation changes were used as550

input to gravity modeling. Part of the background for their approach was that time-lapse551

pore pressure changes were moderate at Sleipner, so that saturation effects dominate.552

A main aim for the Skade modeling study, motivating our work, is to investigate large-553

scale CO2 injection with a small/realistic number of injection wells, such that large pres-554

sure effects must be anticipated. Our ‘end product’ is the seismic-velocity estimate, and555

we are just as interested in the pressure effect reflected in the seismic velocity as in the556

saturation effect. We therefore suggest an alternative sequential, two-step inversion strat-557

egy for joint utilization of CSEM or gravimetric data with seismic data. The main idea558

with the sequential procedure is to first gain knowledge about the location and shape559

of the CO2 plume using CSEM or gravity data, which are both mainly influenced by sat-560

uration changes, and have lower resolution than seismic data. Subsequently, this knowl-561

edge is utilized to obtain an improved prior model for the seismic inversion, where we562

aim to obtain good estimates of both saturation-induced and pressure-induced changes563

in Vp. Implementation of this knowledge into the prior model for Vp is facilitated by us-564

ing the same parameterization to represent σ, ρ, and Vp.565

We summarize the two-step, sequential inversion strategy as follows:566

Step 1: Invert CSEM or gravimetric data to get an approximate location and shape567

of the CO2 plume568

Step 2: Invert seismic data with prior information on the location and shape of the569

plume from step 1.570
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Note that we do not gain knowledge about variation of Vp with pressure from CSEM571

or gravity inversion. Hence, when making the prior model for seismic inversion, infor-572

mation on pressure effects on Vp must be apprehended from other sources, e.g., convert-573

ing reservoir simulation results to seismic velocity via rock physics relations.574

The sequential inversion strategy shares common themes with many current seis-575

mic full-waveform inversion schemes. There, low-frequency inversion results are used to576

get information on the general structures, which in turn are used to build initial mod-577

els for subsequent high-frequency inversions. Hence, our two-step, sequential inversion578

strategy could be adapted in the case of seismic full-waveform inversion with step 1 us-579

ing low-frequency seismic inversion, possibly together with CSEM or gravimetric inver-580

sion, and high-frequency seismic inversion in step 2.581

4 Numerical experiments582

The inversion methodology described in Section 3 was applied to synthetic data583

generated from simulated CO2 injection in the Skade formation. The sequential inver-584

sion strategy described in Section 3.3 was employed in two separate test cases: one where585

step 1 was performed with CSEM inversion, and the other where step 1 was performed586

with gravity inversion. We compared the inversion results from the two acquisition meth-587

ods in step 1. Subsequently, we wanted to assess how the different prior models from step588

1 influenced on the final results of step 2. Finally, the performance of the sequential in-589

version strategy was compared with seismic inversion without any prior information from590

CSEM or gravity inversion results.591

The EnKF was used to perform CSEM and seismic inversions, while the ES-MDA592

was used in the gravity inversion. The reason for choosing the ES-MDA for gravity in-593

version is that no reasonable way of grouping the data was found; see the brief discus-594

sion on data grouping in Section 4.2. The ES-MDA is computationally more expensive595

than the EnKF: the computational cost of one assimilation cycle in the ES-MDA equals596

the total computational cost of the EnKF. However, the gravity forward model has a low597

computational cost, which made the use of the ES-MDA feasible.598

Following the reasoning laid out in Section 3.3, q for the CSEM and seismic inver-599

sions were σ and Vp, respectively. For gravity inversion, ∆ρ will play the role that q had600
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Figure 1. Thickness map of the Skade formation with the 3 injection wells — W1, W2, and

W3 — marked

in Section 3.3, since processed gravimetric data is always a gravity anomaly, ∆gz (c.f.601

Section 2.2).602

Since a total of three seismic inversions were conducted, a shorthand label for each603

one is given as follows: AVOc is short for step 2 with prior information from CSEM in-604

version results; AVOg is short for step 2 with prior information from gravity inversion605

results; and AVOw denotes seismic inversion without prior information from either CSEM606

or gravity inversion results.607

4.1 Skade formation and synthetic data generation608

Together with the Ve Member, the Utsira Formation, and Upper Pliocene sands609

of the Nordland Group, the Skade Formation forms the outer part of a large deltaic sys-610

tem with its source area on the East Shetland Platform. The Skade Formation, Lower611

Miocene, consists of marine sandstones deposited over a large area of the Viking Graben.612

The maximum thickness is more than 500 m and the thickness decreases rapidly towards613

the east, where the sands terminate towards large Oligocene shale diapirs. Based on avail-614

able pore volume, the estimated storage capacity of CO2 in the Skade formation is ap-615

proximately 15 Gton (Bøe et al., 2002).616

To simulate large-scale CO2 injection in the Skade formation, the commercial reser-617

voir simulator Eclipse� (Schlumberger Ltd., 2009), was used. The 3D reservoir model618

was set up following Elenius et al. (2018). The formation has not been well character-619
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ized geologically; thus, the porosity and permeability are assumed to be homogeneous620

with values taken within the range of Utsira sand data. Specifically, porosity was set to621

0.16 while horizontal and vertical permeability were set to 1476 mD and 147.6 mD, re-622

spectively. Three injection wells were set up in the south part of Skade (see Figure 1),623

and CO2 was injected over a 50-year period (year 2020–2070) with injection rate set as624

high as possible without exceeding the fracture pressure anywhere in the formation. (The625

fracture pressure was estimated based on rock-mechanical relations expected to be valid626

for the formation.) In total, approximately 3 Gton CO2 was injected over the 50-year627

period.628

The geophysical background model (i.e. before CO2 injection) from the seabed to

top Mjur formation was built using depth-converted seismic horizons and upscaled prop-

erties from a well log (15/9-3, located at the south end of the formation). In the CO2

injection period, standard petrophysical relations described below were used to convert

saturation and pressure to Vp, σ, and ρ. In the following, let subscripts 1 and 2 denote

properties before and after CO2 injection, respectively, and let the change in a generic

property, τ , be denoted by ∆τ = τ2 − τ1. Furthermore, let SCO2
denote saturation of

CO2 and P denote pressure. To generate the conductivity model, Archie’s second law,

assuming constant porosity, was used,

σ2 = σ1
(1− SCO2,1)2

(1− SCO2,2)2
. (28)

To generate P-wave velocity and density models, the following relationships from Landrø629

(2001) were used,630

Vp2 = Vp1(1− k∆SCO2
− l∆P −m∆P 2) (29)

ρ2 = ρ1(1− b∆SCO2
). (30)

In (29) and (30), b, k, l, and m are empirical parameters, which are given as

b = 0.05, k = 0.1, l = 0.0035, m = −0.00003, (31)

calculated from Utsira data. [Units of the parameters in (31) are clear from (29) and (30).]631

We note that the model in Landrø (2001) assumes that the coefficients in (31), which632

typically are calibrated against a few rock samples, are valid everywhere and indepen-633

dent of porosity. In Lang & Grana (2019), the author proposed an improved model, where634

they account for heterogeneous porosity, initial saturation, and pressure.635
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W1
W2 W3

(a) W1
W2 W3

(b)

Figure 2. (a) SCO2 and (b) P at year 2070. The vertical solid black lines indicate the wells,

denoted W1, W2, and W3

(a) (b)

Figure 3. (a) σ and (b) ∆ρ in Γ at year 2070. Source positions (for CSEM) are indicated by

• and receivers (for both CSEM and gravimetry) are indicated by 4. Note that Ω is outlined

with a solid black line

To set up the monitoring test case, the true geophysical models were generated us-636

ing SCO2
and P from year 2070 (i.e., at the end of the CO2 injection); confer Figure 2.637

We focused the test case area around injection well W2. To generate synthetic CSEM638

and gravity data, the commercial software COMSOL� (COMSOL Inc., 2013), was used,639

while the reflection coefficient approximation described in Section 2.3 was used to gen-640

erate the synthetic AVO data. Note that Vs in (10) was generated from Vp using a
Vp
Vs

641

ratio of
√

14
2 ≈ 1.8708, which lies within the range for sandstone formations (Mavko et642

al., 2009).643
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4.2 Set up of experiments644

In the numerical experiments, it was assumed that the geology was sufficiently well645

known such that Ω only includes the Skade formation, while geophysical parameters in646

Γ\Ω (i.e. the computational domain outside the inversion domain) are fixed to the back-647

ground model. For the CSEM inversion, σ in Γ\Ω was given as seen in Figure 3a. For648

gravity inversion, ∆ρ in Γ\Ω was zero; see Figure 3b. Gaussian random noise will be added649

to the data. For CSEM and gravity data, the noise standard deviation will be set rel-650

ative to the magnitude of the data, see, e.g., Ray & Key (2012); Li & Oldenburg (1998).651

For seismic (reflection coefficient) data, however, we set the noise standard deviation to652

a fixed value. Alternative noise models are viable for all data types, and one may an-653

ticipate that the choice of noise models can influence on the estimation results. Since fix-654

ing the inversion region is a simplification of the inversion problem, we have tried to com-655

pensate by applying data error models that can be seen as conservative, see, e.g., Agers-656

borg et al. (2017). A thorough investigation of the influence of data error models on in-657

version results is, however, beyond the scope of this chapter.658

For the seismic inversions, the data are Rpp given on an equidistant grid within Ω659

with cell sizes ∆x = 500 m and ∆z = 15 m, hence no background model is needed.660

Note that in the following, CSEM and gravity data are contaminated with random noise661

relative to the magnitude of the data, similar to what is common in geophysical liter-662

ature, see, e.g., Ray & Key (2012); Li & Oldenburg (1998). For seismic data, however,663

it is well known that amplitudes can be difficult to measure because of noise and prob-664

lems with amplitude- and frequency-preserving processing. This, together with the fact665

that Rpp can often be zero, or very close to zero, leads us to choose a random noise with666

fixed variance for the seismic data.667

The data used for the CSEM inversion, ex, were extracted at 26 sea-floor receivers,668

evenly distributed with 500 m intervals for x ∈ (18000, 30500) m and z = 150 m. The669

source frequency was 0.25 Hz, and eight source positions, evenly distributed with 2000 m670

interval for x ∈ (17300, 31300) m and z = 120 m, were applied; see Figure 3a. Five671

percent Gaussian noise with noise floor 10−15 V/Am2 was added to the data. Further-672

more, data from receivers less than 2000 m away from the source position were removed673

to avoid influence from the direct wave.674
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The data used for the gravity inversion, ∆gz, were extracted at 45 sea-floor receivers,675

evenly distributed with 500 m interval for x ∈ (12500, 34500) m and z = 150 m; see Fig-676

ure 3b. Ten percent Gaussian noise was added to the data.677

The data used for the seismic inversions, Rpp, were extracted at θ = (5, 10, 15, 20, 25, 30)◦.678

Recall from Section 2.3 that we have assumed that the θ’s have been converted from source-679

receiver offsets in a processing step. Gaussian noise with standard deviation 0.007 was680

added to the data, which typically lie within the range Rpp ∈ (0, 0.04).681

For the CSEM inversion, the data were divided into a subset of eight groups (Nv =682

8), where each group consisted of data obtained with one particular source position, re-683

sulting in 32 or 36 data points per group, depending on source-receiver distance. The684

first group corresponded to source position (x, z) = (17300, 120) m, and the subsequent685

data groups followed the adjacent source positions as defined above. For the seismic in-686

versions, the data were divided into six groups (Nv = 6), where each group consisted687

of data from one element in θ, resulting in 458 data points per group. The first group688

corresponded to θ1 = 5◦, and subsequent data groups followed the increasing angles up689

to 30◦, as described above. Note that the ordering of data may influence the inversion690

results (Fossum & Mannseth, 2015), but obtaining the ‘best’ practice for grouping the691

data is beyond the scope of this chapter.692

In the gravity inversion with the ES-MDA, all data are used simultaneously; 45 data693

points in total. (Gravity data can only be grouped by receiver position, thus only part694

of Ω would have been covered by each sequential step, had the EnKF been used.) The695

number of assimilation cycles were chosen as Nu = 8 and the inflation factor was cho-696

sen as ηu = 1/Nu for u ∈ [1, Nu]. Optimal tuning of Nu and η1:Nu is beyond the scope697

of this chapter.698

The representation given in Section 3.1 was applied to model two regions, leading

to

q (x; m) = c1χ1 (x; a) + c2χ2 (x; a) , (32)

where a is specified such that χ1 becomes the indicator function for the CO2-plume re-699

gion, and χ2 becomes the indicator function for the region outside the plume. Hence,700

with this representation, q takes the value c1 inside the plume and c2 outside the plume.701
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For more details on how (32) works, we refer to Appendix A. Furthermore, the de-702

scription of the experimental setup in the next three paragraphs assumes familiarity with703

some of the details in Appendix A. We think it should be possible to skip these para-704

graphs if the reader thinks that it is not necessary to grasp all details of the experimen-705

tal setup before assessing the experimental results.706

The shape of the modelled CO2-plume boundary is given by ζ (x,a) (defined in Ap-707

pendix A), and Na = 45 parameter grid nodes, evenly distributed over the Skade for-708

mation (nine parameter grid nodes in the x-direction from x = 12000 m to x = 35000 m,709

and five parameter grid nodes in z-direction from z = 890 m to z = 1130 m), were710

applied in (A4) to represent φ (x,a).711

Since it it assumed (see, Section 4.1) that σ is independent of pressure, and since712

the simulated CO2 saturation does not vary much inside the plume, (A2) was used to713

represent σ in the CSEM inversion. Since the variation of ∆ρ with pressure is weak, (A2)714

was also used to represent ∆ρ in the gravity inversion.715

Since the variation of Vp with pressure is more pronounced, Vp was represented with (A3)716

in the seismic inversion. We let k1 (x; c1) and k2 (x; c2) be given by (A4) with Nc1 =717

Nc2 = 15, and let the parameter grid nodes for k1 (x; c1) and k2 (x; c2) be evenly dis-718

tributed over the same area as for the representation of φ (x,a), but now with five nodes719

in x-direction and three in z-direction.720

Initial ensembles for the CSEM, gravity, and AVOw inversions were generated ac-721

cording to the description in Appendix B, with Ne = 100 for the CSEM and gravity722

inversions, and Ne = 1000 for the AVOw inversion. (Initial ensembles for AVOc and723

AVOg are described in Sections 4.3.4 and 4.3.5, respectively.) The values for Ne used in724

the experiments were chosen such that Ne > Nd, to avoid problems with strong unwar-725

ranted reduction of the variability among ensemble members. (See, for example Chap. 14726

in Evensen (2009) for a discussion of this issue, also known as ensemble collapse).727

The mean prior model, m̄0, was selected to reflect the situation just after the CO2728

injection started. The types of plots used to illustrate the prior means will occur repeat-729

edly, and we now provide a brief explanation. Figure 4a shows the resulting plume bound-730

aries (i.e. the zero level set, ζ, in the languague of Appendix A) at equal distances from731

the vertical injection well (not shown). The corresponding prior means (initial values)732
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Table 1. Input parameters for generation of Ca0 . Note that the same Ca0 was used in the

CSEM, gravity, and AVOw inversions. Confer Appendix B for description of input parameters

α β γ δ

8 20 45◦ 0.25

Table 2. Input parameters for generation of Cc0 . Note that the unit for β is S/m for CSEM,

kg/m3 for gravity, and m/s for seismic inversion. Confer Appendix B for description of input

parameters

Inversion α β γ δ

CSEM - 0.01 - -

Gravity - 10 - -

AVOw 3 200 0◦ 0.25

for σ, ∆ρ, and Vp are illustrated in Figure 4b – 4d. Note that the transitions in σ̄0 and733

∆̄ρ
0

from c̄ 0
1 (blue color) to c̄ 0

2 (red color) when crossing one of the plume boundaries734

on Figure 4b and Figure 4c, respectively, are not sharp. This is because we, for reasons735

given in Appendix A, have introduced a smoothness across plume boundaries in the nu-736

merical realization of (32). From Figure 4d it is seen that V̄ 0
p differs significantly from737

being constant within each region. This reflects that an extended version of (32), where738

the coefficients multiplying the basis functions are allowed to vary with x, has been ap-739

plied since Vp vary spatially also with pressure.740

To generate Cm0 for the CSEM, gravity, and AVOw inversions, it was assumed that741

the Cc01
= Cc02

= Cc0 and the input parameters in Table 1 and 2 were used. Recall742

that for CSEM and gravity inversions, Cc0 reduces to a variance, β, since (A2) was used.743

4.3 Inversion results744

In this section, inversion results using the sequential, two-step inversion method-745

ology and AVOw are presented. To make it easier to compare inversion results where dif-746

ferent forward model simulators (with different discretizations) have been used, all in-747

version results are mapped onto a separate plotting grid. The plotting grid was made748
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(a) (b) (c) (d)

Figure 4. (a) ζ generated using ā0. (b) σ, (c) ∆ρ, and (d) Vp models made with m̄0 for the

CSEM, gravity, as AVOw inversions, respectively

(a) (b) (c)

Figure 5. Step 1 CSEM inversion. (a) true σ. Mean of the (b) initial and (c) final updated σ

(a) (b) (c) (d)

Figure 6. Step 1 CSEM inversion. Variance of the (a) initial and (b) final updated σ; ζ gen-

erated using ensemble mean (solid black) and members (grey) from the (c) initial and (d) final

ensemble

using equidistant grid cells in x- and z-direction, covering Ω. Furthermore, the figures749

have been vertically exaggerated.750

4.3.1 Step 1: CSEM inversion751

The true σ for the CSEM inversion is shown in Figure 5a. Figure 5b and 5c show752

means of the initial and final updated σ. From Figure 5c it is seen that shape of the CO2753

plume, given by the low-conductivity structure, has good correspondence with the true754
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(a) (b) (c)

Figure 7. Step 1 gravity inversion. (a) True ∆ρ. Mean of the (b) initial and (c) final updated

∆ρ

(a) (b) (c) (d)

Figure 8. Step 1 gravity inversion. Variance of the (a) initial and (b) final updated ∆ρ; ζ

generated using ensemble mean (solid black) and members (grey) from the (c) initial and (d)

final ensemble

shape of the plume, with some deviations at the top of the formation. The conductiv-755

ity of the CO2 is well estimated, while the brine conductivity is underestimated.756

In Figure 6a and 6b, it is seen that the variance of σ has been reduced significantly.757

Some high variance, relative to other areas, can be seen on the left side of the formation,758

indicating higher model uncertainty in this area. In the following sections, similar type759

of plots like Figure 6c and Figure 6d will occur, and we thus provide a brief explanation.760

The black curves on Figure 6c and Figure 6d show the corresponding means of the ini-761

tial and final updated CO2-plume boundaries, respectively, while each grey curve shows762

the plume boundary for a single ensemble member. The spread of the initial ensemble763

members, shown in Figure 6c, has been much reduced in the final ensemble, see Figure 6d,764

again indicating a reduction in model uncertainty.765
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(a) (b) (c)

Figure 9. AVOw inversion. (a) True Vp. Mean of the (b) initial and (c) final updated Vp

(a) (b) (c) (d)

Figure 10. AVOw inversion. Variance of the (a) initial and (b) final updated Vp; ζ generated

using ensemble mean (solid black) and members (grey) from the (c) initial and (d) final ensemble

4.3.2 Step 1: Gravity inversion766

In Figure 7b and 7c, the mean of the initial and final updated ∆ρ is shown. Com-767

paring Figure 7c with the true ∆ρ in Figure 7a, it is seen that the shape of the CO2 plume768

is not well approximated on the right side, while on the left side it is closer to the true769

shape. It is also seen that the ∆ρ values outside the CO2 plume are well approximated770

in most areas, except a small area in the bottom left corner of the formation.771

From Figure 8a and 8b, it is seen that there are areas where the variance has not772

been reduced much from initial to final ensemble, especially around the CO2 plume front.773

Figure 8c and 8d, show that the spread of the ensemble members from initial to final has774

been reduced to some extent. In total, Figure 8a – 8d show that the model uncertainty775

has only been partially reduced in the ensemble-based inversion, and that the areas where776

the estimation deviates most from the true ∆ρ have the highest uncertainty.777

4.3.3 AVOw778

Before assessing the inversion results from step 2 with AVOc and AVOg, the results779

from AVOw is presented. The means of the initial and final updated Vp are shown in Fig-780
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(a) (b) (c) (d)

Figure 11. ζ generated using ā0 for (a) AVOc and (c) AVOg; and Vp for (b) AVOc and (d)

AVOg made with m̄0

(a) (b) (c)

Figure 12. AVOc inversion. (a) True Vp. Mean of the (b) initial and (c) final updated Vp

ure 9b and 9c. Comparing the mean of the final updated Vp with the true Vp in Figure 9a,781

it is seen that the left side of the formation is well approximated, while the CO2 plume782

(given by the low-velocity shape) is not well approximated on the right side of the for-783

mation.784

From Figure 10a and 10b, it is seen that the variance has been reduced much ex-785

cept in a few areas at the top of the formation. Looking at Figure 10c and 10d, it is seen786

that the spread of the ensemble members has been reduced much, especially for the left787

CO2 front, while significant model uncertainty can be seen on the right side and top left788

of the formation. The areas with highest uncertainty are where the deviation of the fi-789

nal updated Vp is largest compared with the true Vp.790

4.3.4 Step 2: AVOc791

Following the sequential, two-step inversion strategy, knowledge about the location792

of the CO2 plume from the CSEM inversion was used to make the prior model for AVOc.793

Specifically, the mean of the final updated a from the CSEM inversion was used as ā0
794

in AVOc. Figure 11a shows ζ generated with ā0. Since Vp depends on both saturation795
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(a) (b) (c) (d)

Figure 13. AVOc inversion. Variance of the (a) initial and (b) final updated Vp; ζ generated

using ensemble mean (solid black) and members (grey) from the (c) initial and (d) final ensemble

(a) (b) (c)

Figure 14. AVOg inversion. (a) True Vp. Mean of the (b) initial and (c) final updated Vp

and pressure, and we do not gain information on pressure from CSEM inversion, we let796

c̄0 be the same as for AVOw, see Figure 11b. (If we have had information on pressure797

from, e.g., well measurements, a better c̄0 could be made.) The initial ensemble was gen-798

erated with 1000 realizations, where Ca0 and Cc0 were the same as given for AVOw in799

Table 1 and 2, except β = 10 for Ca0 (to reflect that the step 1 inversion has reduced800

the prior uncertainty in step 2 for the shape of the CO2 plume).801

In Figure 12b and 12c, the means of the initial and final ensembles are shown. Com-802

paring Figure 12c with the true Vp in Figure 12a, it is seen that mean of the final up-803

dated Vp approximates the true Vp well, both in terms of the shape of the CO2 plume804

and Vp distribution inside and outside the CO2 plume.805

From Figure 13a and 13b, it is seen that the variance has been reduced much from806

initial to final ensemble. A similar conclusion can be made by looking at the spread of807

the initial and final ensemble members in Figure 13c and 13d, where it is seen that the808

uncertainty in the shape of the CO2 plume is small.809
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(a) (b) (c) (d)

Figure 15. AVOg inversion. Variance of the (a) initial and (b) final updated Vp; ζ generated

using ensemble mean (solid black) and members (grey) from the (c) initial and (d) final ensemble

4.3.5 Step 2: AVOg810

To generate the initial ensemble for AVOg, the same procedure as for AVOc, dis-811

cussed in Section 4.3.4, was used: ā0 was given as the mean of a from the final ensem-812

ble in step 1, while c̄0 was the same as for AVOw (following the same arguments as in813

AVOc); see Figure 11c and 11d. Furthermore, Cc0 and Ca0 were the same as in AVOc,814

and 1000 realizations were generated for the initial ensemble.815

The means of the initial and final ensembles are shown in Figure 14b and 14c, and816

it is seen in Figure 14c that the shape of the CO2 plume and the Vp distribution approx-817

imate the true Vp in Figure 14a well.818

Looking at Figure 15a and 15b, it is seen that the variance has been reduced much819

from initial to final ensemble, with some higher variance around the right CO2 plume820

front. From Figure 15c and 15d it is seen that the spread of the ensemble members has821

been reduced much, especially around the left front of the CO2 plume.822

4.3.6 Data misfit823

To make a quantitative comparison of AVOw, AVOc, and AVOg, we calculate the

data misfit using ensembles from all three inversions. The data misfit for a single ensem-

ble member, mj , is calculated as,

Oj = (d− g(mj))
TC−1

d (d− g(mj)), (33)

where d denote the seismic AVO data for all θ, g(mj) denote the corresponding forward824

model predictions, Cd denotes a Nd×Nd diagonal matrix with diagonal entries equal825

to 5·10−5, and j = 1, 2, . . . , Ne. Let minit and mfinal denote initial and final updated826
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Figure 16. Data misfit using initial ensemble from (a) AVOw; and final updated ensembles

from (b) AVOw, (c) AVOc, and (d) AVOg. The box extend from the 25th (Q1) to the 75th (Q3)

percentile with the central line denoting median. The whiskers extend from Q1 to 1.5·Q1 and

from Q3 to 1.5·Q3, and points (+) beyond the whiskers are considered outliers. The horizontal

line denotes Nd = 2748

parameter ensembles, respectively, and let Oinitj and Ofinalj denote the corresponding827

values of Oj . In Figure 16, {Ofinalj }Nej=1 for AVOw, AVOc, and AVOg are compared to828

each other and with {Oinitj }Nej=1 for AVOw. ({Oinitj }Nej=1 for AVOc and AVOg were sim-829

ilar to that for AVOw, and are therefore not shown.) We see that the data misfit from830

all three inversions has been reduced much from initial to final updated ensembles, and831

end up close to Nd (often used as solution criteria in inversion algorithms within the clas-832

sical inversion framework). Comparing {Ofinalj }Nej=1 from AVOw to AVOc and AVOg, we833

see that they are statistically similar.834

4.4 Discussion835

In the seismic inversions done in this chapter, the data variance was set to an ab-836

solute value of 5 · 10−5. We have performed seismic inversions with different absolute837

values for the data variance and similar results as shown in Section 4.3 were obtained.838

The numerical results shown in this section are based on a large-scale CO2 injec-839

tion study where the goal was to inject as much CO2 as possible without creating haz-840

ardous over-pressure that can lead to, e.g., fault reactivation, and fracturing. We have841

also applied the sequential inversion strategy in a preliminary CO2 injection study, where842

a relatively small amount of CO2 was injected (not shown here). Here, the benefit of the843
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sequential, two-step inversion strategy over just performing seismic inversion was not so844

clear. Since the spatial resolution of CSEM and gravimetry is lower than that of seis-845

mic, and the sensitivities of these methods are dependent on the amount of CO2 injected,846

there will be a point where the benefit of performing CSEM or gravity inversion prior847

to seismic inversion will be minimal.848

5 Conclusions849

In this chapter, we have extended the work presented in Tveit et al. (2020) with850

introductory text on the CSEM experiment and forward modeling, parameterization of851

the unknown parameter functions, and ensemble-based methods for inversion. The in-852

troductory text served as foundation for our Bayesian sequential inversion strategy for853

joint utilization of CSEM or gravimetric data with seismic AVO data. The inversion method-854

olgy was applied to a test case based on simulation of large-scale CO2 injection in the855

Skade formation. The strategy consists of two steps: In step 1, we invert CSEM or grav-856

ity data to get an approximate location and shape of the CO2 plume, and in step 2, the857

inversion result from step 1 is used in the construction of the prior model for seismic AVO858

inversion.859

The unknown geophysical parameter functions — electric conductivity, density, and860

seismic velocity — are represented using a carefully designed parameterization. The pa-861

rameterization is based on the level-set framework which allows for representation of re-862

gion boundaries defined by the large-scale CO2 plume and slowly varying geophysical863

properties inside and outside the plume. By using parameter grids detached from the864

forward-model grid, the parameterization uses far less parameters in the inversion com-865

pared with equivalent methodologies using a pixel-based parameterization.866

To solve the inverse problems considered in this chapter, ensemble-based Bayesian867

methods are used. For CSEM and seismic inversions we applied the EnKF, while ES-868

MDA was used for gravity inversion. Both these ensemble-based methods provide an ap-869

proximate sample from the true posterior PDF at moderate computational cost.870

Numerical results from step 1 of the inversion strategy showed that inversion of CSEM871

data provided a better approximation of the shape and location of the CO2 plume than872

inversion of gravimetric data. Numerical results from step 2 of the inversion strategy showed,873

however, that the seismic velocity model was well identified using prior information from874
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either CSEM or gravity inversion results. Numerical results from seismic AVO inversion875

without any prior information from CSEM or gravity inversion showed that the seismic876

velocity model was only partially recovered. Hence, utilizing CSEM or gravity data with877

seismic AVO data with the sequential inversion strategy improved the seismic inversion878

results significantly.879

Appendix A Reduced, smoothed level-set representation880

Recalling the notation introduced in Section 3.1, let {φi}
Nφ
i=1 denote a set of real-881

valued, continuous functions on Ω — the level-set (LS) functions. Utilizing this set to882

construct {Ωj}Ncj=1 in a particular manner will render (12) a LS representation. With Nc >883

2, alternative LS representations (LSR)s exist (Vese & Chan, 2002; Litman, 2005; Dorn884

& Villegas, 2008; Mannseth, 2014) which are able to represent between Nφ+1 and 2Nφ885

subregions using Nφ LS functions. For detailed expositions of the LSRs proposed by Vese886

& Chan (2002) and Mannseth (2014) in the context of modeling of geophysical explo-887

ration problems, we refer to Tveit et al. (2015b) and Tveit et al. (2015a), respectively.888

We will, however, only require the case where Nc = 2, in which case the LSR is unique889

and only a single LS function, φ, is applied.890

To arrive at the LS representation from (12) with Nc = 2 inserted, we first replace

the explicit dependence of χ1 and χ2 on x and a by an implicit dependence through the

LS function,

q (x; m) = c1χ1 (φ (x; a)) + c2χ2 (φ (x; a)) . (A1)

Next, we select Ω1 as the part of Ω where φ (x; a) > 0. Since Ω2 = Ω \ Ω1, we obtain

the LSR in standard notation,

q (x; m) = c1H (φ (x; a)) + c2 (1−H (φ (x; a))) , (A2)

where H denotes the Heaviside function (indicator function for the positive real axis).891

There are few restrictions on φ. Hence, the LSR is a very flexible way to represent sub-892

regions in Ω, as illustrated in Figure A1.893

The shapes of Ω1 and Ω2 are governed by the LS function, whose spatial variation894

is controlled by the parameters in a.895
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Ω2
Ω

Figure A1. Two arbitrary instances of the LSR with Nc = 2

The LSR has been extended (Dorn & Villegas, 2008) to incorporate arbitrary spa-896

tial variation within each zone by replacing (A2) with897

q (x; m) = k1 (x; c1)H (φ (x; a))

+ k2 (x; c2) (1−H (φ (x; a))) , (A3)

where c1 ∈ RNc1 , c2 ∈ RNc2 , and Nc1 + Nc2 = Nc. Both (A2) and (A3) will be ap-898

plied in numerical examples, where relevant quantities, such as Nc1 and Nc2 , will be spec-899

ified. To complete the general description of the LSR, the dependency of φ on x and a900

must be specified. When applying (A3), also the dependencies of k1 on x and c1 and k2901

on x and c2 must be specified. We will apply the same type of representation for the LS902

function, φ, as for the coefficient functions, k1 and k2.903

A1 Reduced parameterization of level-set and coefficient functions904

Let ψ represent either of the functions φ, k1, or k2, and correspondingly, let b rep-

resent either a, c1, or c2. We express the dependency of ψ on x and b by (Berre et al.,

2009)

ψ (x; b) =

Nb∑
k=1

bkξk (x) . (A4)

The basis functions {ξk}Nbk=1 are defined on a rectangular parameter grid that is not at-905

tached to, and much coarser than, the forward-model grid (Figure A2a). Hence, Nb �906

Ng, and our parameterization is therefore significantly reduced with respect to a pixel907

parameterization. There will, however, still be sufficient flexibility to approximately rep-908

resent the large-scale structures that we aim to estimate.909

While alternative representations are viable, we represent ψ in a finite-element fash-910

ion (Berre et al., 2009), and let ξu be a normalized piecewise bilinear function with sup-911
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Figure A2. (a) Schematic detail of parameter grid (thick lines) and forward-model grid (thin

lines). (b) Support of ξu (/). (c) Supports of ξu (/); ξv (|); ξr (−) and ξs (\). (d) Element where

ξu, ξv, ξr and ξs have common support

port on the four rectangular elements adjacent to node u (arbitrary) (Figure A2b). Its912

value is unity in node u and zero in all other nodes. Figure A2c shows node u and three913

of its adjacent nodes, v, r, and s, and the supports of the basis functions associated with914

these four nodes. Figure A2d shows the element where ξu, ξv, ξr, and ξs have common915

support. The projections of ξu, ξv, ξr, and ξs onto this element are normalized bilinear916

functions, so whenever ψ is to be evaluated at a forward-model grid point, its value is917

calculated using bilinear interpolation.918

A2 Smoothed level-set representation919

We replace H in the LSR by a smoothed approximation,

H̃ (φ) =
1

π
tan−1 (φ) +

1

2
, (A5)

resulting in q (x; m) no longer being a zonation since H̃ will have global support in Ω.920

Introducing smoothness in q can be benificial since the nonlinearity in the mapping a→921

q will decease with increasing smoothness (Lien et al., 2005). This consideration should,922

however, be balanced by the desire to keep a relatively sharp transition between subre-923

–41–



manuscript submitted to AGU Book Chapter

ζ
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q = c2

(a)

ζ

q ≈ c1

q ≈ c2

(b)

Figure A3. Sketch of arbitrary q (x;m) in the vicinity of ζ. (a) LSR and (b) smoothed ap-

proximation to a LSR, with transition region indicated by dashed curves.

gions where q (x; m) ≈ c1 (q (x; m) ≈ k1 (x; c) if (A3) is applied) and subregions where924

q (x; m) ≈ c2 (q (x; m) ≈ k2 (x; c) if (A3) is applied). The width of the transition re-925

gion is decided by the behaviour of φ in the vicinity of its zero-level set, ζ. Let n be a926

unit normal vector to ζ. A sharp transition in q over ζ then corresponds to large values927

of |∇φ·n|. Figure A3 illustrates the difference between a LSR and a smoothed approx-928

imation to a LSR when (A2) is applied.929

Appendix B Initial ensemble generation930

The ensemble-based inversion methodologies described in Section 3.2 require gen-

eration of an initial ensemble. The initial ensemble is generated from the prior PDF, p(m0),

which is chosen to be Gaussian,

p(m0) ∼ N (m̄0,Cm0). (B1)

Standard Cholesky decomposition method can thus be used to generate realizations from

p(m0),

mj = m̄0 + Lzj , j = 1, . . . , Ne, (B2)

where z ∼ N (0, 1) and LLT = Cm0 , with L being a lower triangular matrix. Based

on knowledge of the CO2plume, e.g. from previous time-lapse vintage data, suitable val-

ues for m̄0 = ((c̄0)T , (ā0)T )T can be generated. To generate Cm0 , it is assumed that

a and c are not correlated, and, moreover, it is assumed that c1 is not correlated with

c2. Hence,

Cm0 =


Cc01

0 0

0 Cc02
0

0 0 Ca0

 , (B3)
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where Cc0i
and Ca0 denote covariance matrices for ci, i = 1, 2, and a, respectively. Note931

that if (A2) is applied, the covariance matrix Cc0i
reduces to a scalar variance, βi.932

To generate Cc0i
and Ca0 , a spherical covariance function (Chilès & Delfiner, 2012),

C(h) = β


1− 3h

2α + h3

2α3 , for 0 ≤ h ≤ α,

0, for h > α,

(B4)

is applied. Here, h denotes spatial distance between two nodes in the parameter grid (con-

fer Section A1), and α denotes the correlation length. The covariance matrix can thus

be generated as

(C∗)st = C(hst), s, t = 1, . . . , †, (B5)

where the subscript ‘ * ’ denotes either a0 or c0i which leads to ‘ † ’ being either Na or933

Nci , respectively.934

The covariance matrices Cc01
, Cc02

, and Ca0 can be non-diagonal, to allow for anisotropic935

correlations. The anisotropy will be specified trough the angle, γ, from the z-axis to the936

principal axis corresponding to the largest eigenvalue, and the anisotropy ratio, δ. Nu-937

merical values for α, β, γ, and δ will be given in Section 4.2.938

For an in-depth description of the EnKF applied to a geophysical method (CSEM)939

and generation of the initial ensemble with the reduced, smoothed level-set representa-940

tion, with examples, see Tveit et al. (2015a).941

Appendix C Sample mean and covariance matrix942

Let Y = (y1,y2, . . . ,yNe) denote an arbitrary ensemble matrix, and let u denote

an Ne-vector where all entries equal unity. The sample (empirical) mean may then be

written as

ỹ =
1

Ne
Yu. (C1)

Furthermore, let U = (u,u, . . . ,u) (i.e. with Ne columns), and define the sam-

ple mean matrix as Ỹ = 1
Ne

YU. The sample cross-covariance matrix between two ar-

bitrary random vectors, y and z, is then given as

C̃yz =
1

Ne − 1
(Y − Ỹ)(Z− Z̃)T . (C2)

The sample auto-covariance matrix, C̃y, is given by (C2) with Z = Y.943
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