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Abstract

This work proposes a robust and non-gaussian version of the shrinkage-based EnKF implementation, the EnKF-KA. The

proposed method is based in the robust H filter and in its ensemble time-local version the EnTLHF, using an adaptive inflation

factor depending on the shrinkage covariance estimated matrix. This implies a theoretical and solid background to construct

robust filters from the well-known covariance inflation technique. The method is tested using the Lorenz-96 model to evaluate

the robustness and performance under different scenarios as ensemble size, observation error, errors in the model specifications,

and ensemble gaussianity. The results suggest good robustness of the proposed method in all the evaluated cases compared

with the standard EnKF, the shrinkage-based EnKF-KA, and the robust EnTLHF.
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Abstract19

This work proposes a robust and non-gaussian version of the shrinkage-based EnKF im-20

plementation, the EnKF-KA. The proposed method is based in the robust H∞ filter and21

in its ensemble time-local version the EnTLHF, using an adaptive inflation factor de-22

pending on the shrinkage covariance estimated matrix. This implies a theoretical and23

solid background to construct robust filters from the well-known covariance inflation tech-24

nique. The method is tested using the Lorenz-96 model to evaluate the robustness and25

performance under different scenarios as ensemble size, observation error, errors in the26

model specifications, and ensemble gaussianity. The results suggest good robustness of27

the proposed method in all the evaluated cases compared with the standard EnKF, the28

shrinkage-based EnKF-KA, and the robust EnTLHF.29

Plain Language Summary30

Data assimilation is a mathematical process that combines two sources of informa-31

tion (models and observations) in an optimal way. In this work, we propose a new ro-32

bust ensemble-based data assimilation algorithm that allows the user to incorporate knowl-33

edge or dynamics that are not well represented by the model. Additionally, the proposed34

algorithm is suitable for non-linear and non-gaussian problems with a scarce error char-35

acterization. We evaluate the algorithm using the Lorenz-96 model and compare its per-36

formance against other well-known ensemble-based data assimilation algorithm. The re-37

sults show that our propose can outperform the other methods reducing the estimation38

error and increasing the robustness.39

1 Introduction40

Data assimilation (DA) is a mathematical family of methods that allows the com-41

bination of observations and models. The model is used to fill observational gaps, and42

the observations constrain the model dynamics (Lahoz & Schneider, 2014; Bocquet et43

al., 2015). In most of the DA methods, the aim is to minimize the estimated error vari-44

ance. For instance, Kalman Filter (KF) is an optimal method that minimizes the mean-45

squared-error in the estimation. The KF is optimal when the following assumptions are46

fulfilled: the dynamic system is linear, and the observation and model uncertainties fol-47

low a Gaussian distribution (Kalman, 1960). The Ensemble Kalman Filter (EnKF) is48

a KF-based Monte carlo approximation of the KF when the state space is large, and the49

model is non-linear (Evensen, 2003). The EnKF uses an ensemble of model realization50

to approximate the first and second background error moments, making it efficient for51

large-scale models and suitable in the presence of non-linearities. However, in real DA52

applications, the assumptions required to obtain the optimal solution may not be accu-53

rate, degrading the filter performance (Houtekamer et al., 2005; Evensen, 2003). Addi-54

tionally, small ensemble sizes may produce a poor approximation of the model uncer-55

tainty, causing a reduction in the filter accuracy or even filter divergence.56

When the system conditions do not satisfy the KF-based methods requirement, a57

different approach is a robust filter or robust estimator. The robust filters emphasize the58

robustness of the estimation to have better tolerances to high uncertainty sources. Since59

its purpose is not the optimality in the estimation, the robust estimator does not require60

a strictly statistical representation of the system and the observations (Luo & Hoteit,61

2011), showing a better performance than the KF-based methods in scenarios with a poor62

statistical uncertainty representation (Han et al., 2009; Nan & Wu, 2017). There are sev-63

eral robust ensemble-based DA schemes based in different aspect such as H∞ formula-64

tion (Han et al., 2009), replacing the traditional L2 norm (Roh et al., 2013; Freitag et65

al., 2013; Rao et al., 2017), robust covariance estimation (Yang et al., 2001; E. Nino-Ruiz66

et al., 2018), and covariance inflation (Luo & Hoteit, 2011; Bai et al., 2016). The approach67

that we propose uses a shrinkage-based covariance estimator that improves the model68
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robustness and performance when the ensemble size is small. Additionally, our method69

incorporates adaptive covariance inflation closely related to the H∞ formulation.70

2 Ensemble-Based Data Assimilation71

In ensemble-based data assimilation, an ensemble of model realizations72

Xb =
[
xb[1], xb[2], . . . , xb[N ]

]
∈ R

n×N , (1)73

is employed to estimate the first (xb) and second moments (B) of the background error74

distributions, where xb[i] ∈ R
n×1 is the i-th ensemble member, and N is the total num-75

ber of ensemble members. Hence:76

xb ≈ xb =
1

N − 1
·

N∑

e=1

xb[e] ∈ R
n×1 , (2)77

and78

B ≈ Pb =
1

N
·∆X ·∆XT ∈ R

n×n , (3)79

where80

∆X = Xb − xb · 1T ∈ R
n×N , (4)81

is the anomalies matrix, xb is the ensemble mean, Pb is the sample covariance matrix,82

and 1 is a vector with components all ones. Once an observation is available, the pos-83

terior state can be computed via an ensemble-based method as EnKF (Evensen, 2003)84

or its variants, EnKS (Evensen, 2003), EnHF (Liu et al., 2008), or 4DEnVAR (Liu et al.,85

2008) for instance.86

2.1 Shrinkage-based Ensemble Kalman Filter87

A more robust family of covariance estimators for the case n ≫ N are the shrink-88

age based estimators (Touloumis, 2015; Couillet & McKay, 2014). This kind of estima-89

tors have the form (Ledoit & Wolf, 2018):90

B ≈ B̂(α) = α ·T+ (1− α) ·Pb ∈ R
n×n , (5)91

where α ∈ [0, 1], and T ∈ R
n×n is a user-defined matrix. The value of α is chosen to92

minimize93

α∗ = argmin
α

E

[∥∥∥B− B̂(α)
∥∥∥
2

F

]
, (6)94

where ‖•‖F represents the Frobenius norm. A close formulation to calculate the weight95

value α using a general target matrix TKA is proposed in (Stoica et al., 2008; Zhu et al.,96

2011) (hereafter KA estimator),97

B̂KA = αKA ·TKA + (1− αKA) ·P
b ∈ R

n×n, (7a)98

with99

αKA = min

(
1
N2 ·

∑N
i=1

∥∥∆x[e]
∥∥4 − 1

N
·
∥∥Pb

∥∥2

‖Pb −TKA‖
2 , 1

)
. (7b)100

This general target matrix enables the incorporation of prior information about the sys-101

tem into the error covariance matrix. Additionally, the KA estimator does not make any102

distributional assumptions, thus can also be used for non-gaussian covariance matrix es-103

timation (Zhu et al., 2011). An implementation of the EnKF can be obtained using the104

KA estimator, known as EnKF-KA (Lopez-Restrepo et al., 2021):105

Xa = Xb + B̂KA ·HT · [R+H · B̂KA ·HT ] ·D,106

–3–
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where Xa is the analysis ensemble, H is the linear (or linearizated) output operator, and107

the e-th column of the innovation matrix on the synthetic observations D ∈ R
n×N reads108

d[e] = y+ǫ[e]−H
(
xb[e]

)
∈ R

m×1, with ǫ[e] ∼ N (0, R). In Lopez-Restrepo et al.(2021),109

it is shown than incorporating prior information of the system in the data assimilation110

process can outperforms the EnKF when n ≫ N , and when there are errors in the model111

specifications.112

2.2 Ensemble time-local H∞ filter113

One of the most widely used robust filter is the H∞ Filter (HF) (Hassibi et al., 2000).114

The HF is based on the criterion of minimizing the supremum of the L2 norm of the un-115

certainty sources (Han et al., 2009). The HF ensures that the total energy of the esti-116

mation errors, is not larger than the uncertainty energy times a factor 1/γ:117

M∑

t=0

||xt
t − xa

t ||
2
St

≤
1

γ

(
||xt

0 − xa
0 ||

2
∆

−1

0

+
M∑

t=0

||ut||
2
Q

−1

t

+
M∑

t=0

||vt||
2
R

−1

t

)
, (8)118

where xt is the true state, xa is the analysis state, S is a user-chosen matrix of weights,119

u and v are the model and observation uncertainty respectively, ∆0,Q and R are the120

uncertainty weighting matrices with respect to the initial conditions, model error and121

observations error, and M is the data assimilation windows length (Luo & Hoteit, 2011).122

To solve (8), the cost function J HF is defined as:123

J HF =

∑M
t=0 ||x

t
t − xa

t ||
2
St

||xt
0 − x0||2

∆
−1

0

+
∑M

t=0 ||ut||2
Q

−1

t

+
∑M

t=0 ||vt||2
R

−1

t

. (9)124

Then inequality (8) is equivalent to J HF ≤ 1
γ
. Let γ∗ be the value such that:125

1

γ∗
= inf

{xa

t
}

sup
x0,{ut},{vt}

J HF, t ≤ M, (10)126

the optimal HF is then achieved when γ = γ∗. In this formulation, the evaluation of127

γ∗ is an application of the minimax rule (Berger, 1985), a strategy that aims to provide128

robust estimates and is different from its Bayesian counterpart (Luo & Hoteit, 2011). An129

Ensemble-based HF implementation for a nonlinear DA problem is the Ensemble time-130

local H∞ filter (EnLTHF) proposed by (Luo & Hoteit, 2011). In the EnLTHF a local131

cost function is proposed:132

J HF
t =

||xt
t − xa

t ||
2
St

||xt
0 − x0||2

∆
−1

0

+ ||ut||2
Q

−1

t

+ ||vt||2
R

−1

t

. (11)133

The local performance level γt satisfies:134

1

γt
≥

1

γ∗
t

= inf
{xa

t
}

sup
x0,{ut},{vt}

J HF
t , (12)135

The EnLTHF can be expressed in terms of the EnKF algorithm using the notation of136

(Luo & Hoteit, 2011):137

[Pa
t ,Kt] = EnKF (xa

t ,Qt,H), (13a)138

Gt = [Im − γt ·P
a
t · St]

−1 ·Kt, (13b)139

x
a(i)
t = x

b(i)
t +Gt · [yt −Ht · x

b(i)
t + vi

t], (13c)140

xa
t =

(
N∑

i=1

x
a(i)
t

)
/N, (13d)141

(∆a
t )

−1
= (Pa

t )
−1 − γt · St, (13e)142

subject to the constraint143

(∆a
t )

−1 = (Pa
t )

−1 − γt · St ≥ 0, (13f)144

where the operator EnKF (·, ·, ·) means that Pa
t and Kt are obtained through the EnKF.145
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3 Robust Shrinkage-based Ensemble Kalman Filter146

3.1 Adaptive inflation147

A particular issue with ensemble-based DA algorithms is the covariance undersam-148

pling. Undersampling leads to further problems such as the ensemble collapse to an over-149

confident, but incorrect state, or even filter divergence (Anderson, 2001). The covariance150

inflation artificially increases uncertainties in the background covariance avoiding the un-151

derestimation of uncertainties, and undersampling (Bellsky & Mitchell, 2018). The mag-152

nitude of the inflation depends to a large degree on each system and application (Houtekamer153

& Zhang, 2016).154

In (13e), the presence of the extra term −γt·St inflates the EnKF covariance ma-155

trix. In this way, it is possible to interpret the EnTLHF as an EnKF formulation with156

a specific value of inflation. This implies a theoretical and solid background to construct157

robust filters. Consider the case where S = In, that corresponds with an inflation of158

the analysis covariance matrix eigenvalues. To satisfy the constraint (13f), or what is equiv-159

alent, to make (∆a
t )

−1 semi-definite positive, consider the SVD decomposition of Pa
t160

Pa
t = Vt ·Σt ·Ut, (14)161

where Σt = diag(σt,1, ..., σt,n) is a diagonal matrix with all the eigenvalues of Pa
t in162

descending order, that is, σt,1 ≥ σt,2 ≥ .... ≥ σt,n and γt is a variable that satisfies163

σt,1
−1 − γt ≥ 0,164

that corresponds with165

γt ≤
1

σt,1
,166

guaranteeing that (∆a
t )

−1 is semi-definite positive. It is convenient to introduce a per-167

formance level coefficient (PLC) c by defining168

γt ≤
c

σt,1
. (15)169

In contrast to conventional inflation schemes, γt is adaptive in time even for a fixed c170

value, and it is directly related with the analysis covariance matrix.171

3.2 EnTLHF-KA172

According to sections 2.2 and 3.1, with a specific structure and inflation value, it173

is possible to obtain a robust version of the EnKF. Although the EnTLHF has shown174

to have a better performance than the EnKF in scenarios with high uncertainty (Luo175

& Hoteit, 2011; Altaf et al., 2013; Triantafyllou et al., 2013), the limitations of the EnKF176

with respect to the ensemble size and the ensemble normality distribution are inherited177

in its robust version. When the ensemble size is small N << n, sampling errors can178

have impact on the quality of covariances matrix estimation causing problems such as179

filter divergence and spurious correlations (Evensen, 2003; Houtekamer & Zhang, 2016)180

. Even though many localization techniques have been developed to mitigate those prob-181

lems, it usually prohibits its implementation in high dimensional applications (Sakov &182

Bertino, 2011). The shrinkage-covariance estimator methods have shown a better per-183

formance than the classical sampling covariance matrix in scenarios with small ensem-184

ble size and non-gaussianities (Chen et al., 2009; E. D. Nino-Ruiz & Sandu, 2015, 2017;185

Ledoit & Wolf, 2018). We propose a robust implementation of the EnKF-KA shrinkage-186

based method following the principles of the EnTLHF and the adaptive inflation denoted187

EnTLHF-KA. The EnTLHF-KA can be obtained similarly to the EnLTHF by taking188

–5–
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as base the EnKF-KA:189

[
B̂a

KA,Kt

]
= EnKF-KA(xa

t ,TKA,H), (16a)190

Gt =
[
Im − γt · B̂

a
KA · St

]−1

·Kt, (16b)191

x
a(i)
t = x

b(i)
t +Gt · [yt −Ht · x

b(i)
t + vi

t], (16c)192

xa
t =

(
N∑

i=1

x
a(i)
t

)
/N, (16d)193

where the operator EnKF-KA(·, ·, ·) represents the EnKF-KA shrinkage-based method194

(see Section 2.1). For an specific PLC, the inflation value is obtained using (15).195

4 Results and discussion196

4.1 Numerical experiments197

The Lorenz-96 is one of the most used benchmarks for testing data assimilation al-198

gorithms. The model is highly non-linear and with a strong relationship between the states.199

The Lorenz-96 dynamics are described by: (Lorenz & Emanuel, 1998; Gottwald & Mel-200

bourne, 2005):201

dxj

dt
=





(x2 − xn−1) · xn − x1 + F for j = 1,
(xj+1 − xj−2) · xj−1 − xj + F for 2 ≤ j ≤ n− 1,
(x1 − xn−2) · xn−1 − xn + F for j = n,

(17)202

where n is the state number chosen as 40, and F is the external force. For consistency,203

periodic boundary conditions are assumed. We take the next considerations for the nu-204

merical experiments:205

• The assimilation window consist of M = 500 observations.206

• The number of observed components is m = 20, representing and 50% of the model207

components.208

• The observation statistics are associated with the Gaussian distribution,

yt ∼ N (H · xa
t , ρ

2
o · I), for 1 ≤ t ≤ M, (18)

where ρo = 0.001, and H is a linear operator that randomly chooses the m ob-209

served components.210

• To avoid random fluctuations, each experiment is repeated 20 times (L = 20).211

• We compare the performance and robustness of the EnTLHF-KA against the non-212

robust methods EnKF and EnKF-KA, and the robust method EnTLHF.213

• We take the Root-Mean-Square-Error (RMSE) of L experiments as a measure of214

performance,215

RMSE =
1

L
·

L∑

l=1




√√√√ 1

M
·

M∑

t=1

(
[x∗

t − xa
t ]

T · [x∗
t − xa

t ]
)2

 . (19)216

• We choice a PLC value c = 0.5 for all the experiments, following Luo and Hoteit(2011).217

Other c values have been tested (not reported here), but no performance improve-218

ments were obtained.219

4.2 Robustness against Ensemble members220

When the state dimension is large, it is important to test the performance with rel-221

ative small ensemble sizes. We evaluate both the accuracy and the robustness of the EnTLHF-222

KA with respect to the ensemble size. For this case we set the observation error δ = 1× 10−3,223

–6–
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Figure 1. Error evaluation of the robust and non-robust methods respect to the ensemble

member number.

the observation frequency f = 1, and the external force F = 8. The ensemble size N ∈224

[10, 20, 50, 100, 1000]. Figure 1 presents the RMSE value for those values of N .225

The EnTLHF-KA has more constant RMSE values for different N . The other meth-226

ods present variation in its performance when the ensemble size changes. In general, the227

RMSE values decrease for larger N values for all the methods. For N = 10, the EnTLHF-228

KA presents a superior performance compared to the others, followed by the EnKF-KA.229

This behavior is attributed to the shrinkage-based estimator used in both methods, that230

have shown a better covariance estimation when N << n (E. D. Nino-Ruiz & Sandu,231

2017; Lopez-Restrepo et al., 2021). However, the adaptive inflation factor of the EnTLHF,232

and the ENTLHF-KA improves these methods’ performance against its non-robust coun-233

terpart. For larger ensemble size, both EnTLHF-KA and EnKF-KA tend to converge234

to the EnTLHF and EnKF respectively, since the sampling ensemble matrix represents235

a good estimator for the covariance matrix and B̂KA converge to Pa. Due to the good236

estimation of B by Pa, and all the EnKF assumptions are satisfied, the non-robust meth-237

ods present lower RMSE value for large ensemble size. This example clarifies the differ-238

ent advantages and disadvantages of the robust approach compared to the optimal ap-239

proach. Although the EnTLHF-KA performance is not the best in all the scenarios, its240

robustness allows it to have low RMSE values in all the scenarios.241

4.3 Robustness against observation error242

Figure 2 shows the RMSE value when δ ∈ [1×10−4, 1×10−3, 1×10−2, 1×10−1].243

The other model parameters are: N = 20, f = 1, and F = 8. The idea now is to eval-244

uate the impact of the observation error in the new robust EnTLHF-KA. It can be seen245

that the performance of the non-robust methods is affected by the increase of the ob-246

servation error, causing divergence of the EnKF-KA. This kind of behavior is one of the247

main reasons for the development of the new robust techniques (Rao et al., 2017). The248

observation error’s impact is much lower in the robust methods, and the performance249

is almost constant, especially in the EnTLHF-KA. When δ = 1×10−4, the EnKF and250

the EnKF-KA perform better than its robust counterpart, but the robust filters hold a251

good performance even for large observation errors.252

4.4 Robustness against model errors253

To evaluate the EnTLHF-KA robustness respect to model errors, we compare the254

method’s performance when F ∈ [6, 7, 8, 9, 10]. F = 8 corresponds with the assump-255
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Figure 2. Error evaluation of the robust and non-robust methods respect to the observation

error.
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Figure 3. Error evaluation of the robust and non-robust methods respect errors in the model.

tion of a perfect model. Figure 3 presents the RMSE value for each F value and the com-256

parison among the four filters. The RMSE values remain almost constant for both ro-257

bust filters, with smaller values for the EnTLHF-KA. The adaptive inflation makes the258

analysis covariance matrix larger in the robust filters that in its non-robust counterpart,259

given the same background covariance. Consequently, the EnTLHF and the EnTLHF-260

KA put more weight in the observations, convenient when there are larger model errors.261

4.5 Robustness against ensemble distribution262

The standard EnKF assumes that the ensemble state has a Gaussian distribution.263

This assumption is especially essential because the state covariance B is approximated264

by the ensemble sample covariance Pb. Although the ensemble at t0 is Gaussian, non-265

linearities in the model dynamics can modify the ensemble distribution, causing the ap-266

proximation of B by Pb to lose accuracy. Figure 4 presents an evaluation of the ensem-267

ble distribution for different times steps using the Lorenz-96 model. We use the Shapiro-268

Wilk to evaluate the gaussianity of each state variable (Shapiro & Wilk, 1965). We take269

an initial Gaussian ensemble of 100 members as reference. After 15-time steps, some vari-270

ables begin to change its initial distribution, and after 30-time steps, the Gaussian as-271

sumption is not valid anymore for the ensemble.272

We perform different experiments varying the observation frequency or the num-273

ber of time steps between two available observations. Figure 5 shows the time averaged274
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Figure 4. Shapiro-Wilk test for each Lorenz component at different time step. The ensemble

size is 100. The white color represents that the null-hypothesis is not rejected (the ensemble for

that specific variable is Gaussian). The grey color represents that the null-hypothesis is rejected

(the ensemble for that specific variable is non-gaussian).

RMSE for the EnKF, EnKF-KA, EnTLHF and the EnTLHF-KA using a observation275

frequency f ∈ [1, 5, 10, 20, 30, 50] times steps. We set an ensemble size of N = 20, an276

observation error of δ = 1 × 10−3, and the external force F = 8. The EnKF perfor-277

mance decreases considerably when f increases, and after the value of f = 30 the method278

diverges. This result illustrates the importance of the Gaussian distribution for obtain-279

ing a good representation of B throw Pb. The adaptive inflation increases EnTLHF ro-280

bustness and performance, even when both EnKF and EnTLHF are using the same ap-281

proximation of B. Nevertheless, the EnTLHF performance decrease considerably when282

f = 50 . In contrast, EnKF-KA and EnTLHF-KA use a shrinkage-based estimator for283

B. The KA estimator does not assume a Gaussian distribution, as other shrinkage-based284

estimators do (Ledoit & Wolf, 2018; E. D. Nino-Ruiz et al., 2021). Thus, the EnKF-KA285

presents better performance than EnKF for large f values, and similar error levels than286

EnTLH without incorporating adaptive inflation. In the case of the EnTLHF-KA, the287

combination of both the shrinkage-based estimator and the adaptive inflation produces288

high robustness and performance even when the ensemble distribution is non-gaussian.289
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Figure 5. Error evaluation of the robust and non-robust methods respect to the observation

frequency.

5 Conclusions290

We propose a robust version of the shrinkage-based EnKF-KA algorithm using adap-291

tive inflation derived from the concept of H∞ filter (EnTLHF-KA). The EnTLHF-KA292

uses a covariance estimator that allows the incorporation of prior information and does293

not assume a Gaussian distribution in the background. Using numerical experiments,294

we compared the proposed method’s robustness and performance against the standard295

EnKF, the shrinkage-based EnKF-KA, and the robust filter EnTLHF. The EnTLHF-296

KA has lower RMSE values in conditions with high observation error and model errors297

than the other methods. When the number of ensembles is small, the shrinkage estima-298

tor gives a better approximation of the background covariance matrix than the sample299

covariance matrix, generating lower errors in both shrinkage-based algorithm, especially300

in the EnTLHF-KA. The combination of the non-gaussian shrinkage estimator and the301

adaptive inflation grant a higher robustness to the EnTLHF-KA when the ensemble dis-302

tribution is non-gaussian. All these characteristics make the EnTLHF-KA a suitable op-303

tion in applications with highly non-linear models, high observation frequency, and com-304

putational restrictions in the number of ensembles.305
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