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Abstract

Convection parameterizations such as eddy-diffusivity mass-flux (EDMF) schemes require a consistent closure formulation for

the perturbation pressure, which arises in the equations for vertical momentum and turbulence kinetic energy (TKE). Here we

derive an expression for the perturbation pressure from approximate analytical solutions for 2D and 3D thermal bubbles. The

new closure combines modified pressure drag and virtual mass effects with a new momentum advection damping term. This

advection damping is an important source in the lower half of the thermal bubble and at cloud base levels in convective systems.

It represents the effect of the perturbation pressure to ensure the non-divergent properties of the flow. The new formulation

represents the pressure drag to be inversely proportional to updraft depth. This is found to significantly improve simulations

of the diurnal cycle of deep convection, without compromising simulations of shallow convection. It is thus a key step toward a

unified scheme for a range of convective motions. By assuming that the pressure only redistributes TKE between updrafts and

the environment laterally, a closure for the velocity pressure-gradient correlation is obtained from the perturbation pressure

closure. This novel pressure closure is implemented in an extended EDMF scheme and is shown to successfully simulate a rising

bubble as well as shallow and deep convection in a single column model.
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Abstract14

Convection parameterizations such as eddy-diffusivity mass-flux (EDMF) schemes re-15

quire a consistent closure formulation for the perturbation pressure, which arises in the16

equations for vertical momentum and turbulence kinetic energy (TKE). Here we derive17

an expression for the perturbation pressure from approximate analytical solutions for 2D18

and 3D thermal bubbles. The new closure combines modified pressure drag and virtual19

mass effects with a new momentum advection damping term. This advection damping20

is an important source in the lower half of the thermal bubble and at cloud base levels21

in convective systems. It represents the effect of the perturbation pressure to ensure the22

non-divergent properties of the flow. The new formulation represents the pressure drag23

to be inversely proportional to updraft depth. This is found to significantly improve sim-24

ulations of the diurnal cycle of deep convection, without compromising simulations of25

shallow convection. It is thus a key step toward a unified scheme for a range of convec-26

tive motions. By assuming that the pressure only redistributes TKE between updrafts27

and the environment laterally, a closure for the velocity pressure-gradient correlation is28

obtained from the perturbation pressure closure. This novel pressure closure is imple-29

mented in an extended EDMF scheme and is shown to successfully simulate a rising bub-30

ble as well as shallow and deep convection in a single column model.31

Plain Language Summary32

Global climate models rely on subgrid-scale (SGS) parameterizations to represent33

heat and moisture transport by unresolved turbulent and convective motions. In this and34

two companion papers, the extended eddy-diffusivity mass-flux (EDMF) scheme is de-35

veloped as a single unified scheme that represents all SGS turbulent and convective pro-36

cesses. This paper focuses on the closure for the perturbation pressure that ensures the37

non-divergence of the mass flux. An analytical formulation for the pressure closure is de-38

rived by considering the dynamics of a buoyant bubble. The closure differs from com-39

monly used formulations in two respects. First, it introduces an additional momentum40

advection damping term that contributes a momentum source at the bubble bottom and41

cloud base. Second, it improves the drag term and enables the EDMF scheme to cor-42

rectly reproduce the diurnal cycle of deep convection. Comparison with large-eddy sim-43

ulations of moist convection and rising bubbles demonstrates the adequacy of the clo-44

sure.45

1 Introduction46

Turbulent and convective motions play essential roles in the transport of energy47

and moisture in the climate system. Due to computational constraints, climate models48

use resolutions that are too coarse to resolve these motions and rely heavily on various49

parameterizations to represent their subgrid-scale (SGS) contribution to the resolved flow.50

Such parameterizations are one of the primary sources of model uncertainty in long-term51

climate projections (Bony & Dufresne, 2005; Bony et al., 2015; Brient & Schneider, 2016;52

Caldwell et al., 2018; Ceppi et al., 2017; Murphy et al., 2004; Teixeira et al., 2011; Webb53

et al., 2013). Since advances in computational resources will not suffice to fully resolve54

turbulent and convective motions in the foreseeable future (Schneider et al., 2017), con-55

tinuous efforts to reduce the biases and uncertainties from SGS parameterizations in cli-56

mate models are required.57

Conventionally, SGS processes such as boundary layer turbulence, shallow convec-58

tion, and deep convection have been represented by separate parameterization schemes.59

This leads to a discontinuous representation of processes that lie on a physical contin-60

uum. It also results in a proliferation of correlated parameters (e.g., separate entrain-61

ment rates for shallow and deep convection), which complicates the calibration of cli-62

mate models. Considerable efforts have been made to develop a unified parameteriza-63
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tion that synthesizes the SGS turbulence and convection processes into one single scheme,64

without artificial switches between different regimes (Lappen & Randall, 2001a, 2001c,65

2001b; Larson & Golaz, 2005; Golaz et al., 2002b, 2002a; Soares et al., 2004; Siebesma66

et al., 2007; Park, 2014a, 2014b; Tan et al., 2018; Thuburn et al., 2018, 2019; Weller &67

McIntyre, 2019; Cohen et al., 2020; Lopez-Gomez et al., 2020). A challenge in the de-68

velopment of such a unified scheme is closing the representation of various physical pro-69

cesses that emerge in the development of the scheme. In the case of mass-flux param-70

eterizations, one of the key terms requiring closure is the perturbation pressure gradi-71

ent, which is the focus of this work.72

Perturbation pressure, defined as the departure of pressure from a reference pro-73

file in hydrostatic balance with a reference density, plays an important role in the de-74

velopment of convective systems (Holton, 1973; Schumann & Moeng, 1991; Jeevanjee &75

Romps, 2015, 2016; Morrison, 2016b; Peters, 2016). It is an essential source/sink term76

for vertical momentum (Holton, 1973) and contributes to the redistribution of turbulence77

kinetic energy (TKE) (Heinze et al., 2015). It is typically diagnosed from a 3D Poisson78

equation in large-eddy simulations (LES). Its closure remains challenging for parame-79

terization schemes (Holland & Rasmusson, 1973; Morrison, 2016b; Peters, 2016; Tarshish80

et al., 2018).81

Theoretical studies (e.g., Holton (1973); Lappen and Randall (2006); Morrison (2016b,82

2016a); Leger et al. (2019)) explicitly solve for the perturbation pressure from a set of83

differential equations considering both horizontal and vertical motions; they have demon-84

strated success in idealized simulations. Most parameterization schemes, however, do not85

explicitly solve for the pressure gradient term from differential equations. Instead, the86

perturbation pressure gradient is formulated semi-empirically as a combination of var-87

ious physical processes: a virtual mass effect that effectively reduces buoyancy, a momen-88

tum sink proportional to entrainment, and a drag term inversely proportional to the hor-89

izontal scale of the updraft (Simpson & Wiggert, 1969; Siebesma et al., 2007; de Roode90

et al., 2012; Tan et al., 2018; Han & Bretherton, 2019; Suselj et al., 2019).91

The formulation of de Roode et al. (2012) represents a pure sink for the vertical92

momentum of convective systems. However, in an LES study, Jeevanjee and Romps (2015)93

decomposed the perturbation pressure into a buoyancy perturbation pressure and a dy-94

namic perturbation pressure. They showed that the dynamic pressure is a significant mo-95

mentum source at low levels of convective systems. Peters (2016) observed a similar pos-96

itive momentum forcing from the dynamic perturbation pressure in a deep convective97

system. While the pressure gradient structure can become more complex when the up-98

draft consists of multiple distinct thermals (Moser & Lasher-Trapp, 2017; Morrison et99

al., 2020), these observed results are in contradiction to the typical pressure closures that100

serve merely as momentum sinks. In this paper, we demonstrate that a vertical momen-101

tum source owing to the perturbation pressure gradient is important for capturing the102

dynamics of an idealized rising dry bubble.103

We derive a novel closure for the perturbation pressure in the extended eddy-diffusivity104

mass-flux (EDMF) framework (Tan et al., 2018; Cohen et al., 2020). The closure explic-105

itly recognizes the roles of the perturbation pressure as a vertical momentum source and106

sink and in TKE redistribution. The extended EDMF framework and its entrainment107

and detrainment closures are presented in Cohen et al. (2020), and the eddy diffusivity108

and mixing length closures are discussed in Lopez-Gomez et al. (2020). Together with109

the perturbation pressure closure, these closures make the extended EDMF a unified frame-110

work that successfully simulates a wide range of turbulent and convective regimes, from111

stable boundary layers to deep convection, without altering any of the equation compo-112

nents or parameter values. Moreover, we show here that the extended EDMF scheme113

is also able to simulate individual convective 2D bubbles, albeit with changes in param-114

eters and some additions to the formulation of the entrainment and detrainment closures.115
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The need for these changes is discussed in the context of the general difference between116

convective updrafts and convective bubbles.117

Section 2 lays out the analytical derivation for the perturbation pressure in a 2D118

thermal bubble, with the 3D axisymmetric counterpart given in Appendix B. Section119

3 briefly reviews the extended EDMF framework and implements the perturbation pres-120

sure closure in it. Section 4 describes the setups of a dry bubble experiment and moist121

convective test cases in LES and a single column model (SCM). Simulation results are122

shown in Section 5, their implications and limitations are discussed in Section 6. Finally,123

Section 7 summarizes the conclusions.124

2 Vertical Perturbation Pressure Gradient125

In order to decouple the derivation of the perturbation pressure structure from den-126

sity changes, we use the Boussinesq approximation. (Caveats to this approach are dis-127

cussed in Section 2.1.) The momentum equation in the Boussinesq approximation is writ-128

ten as129

∂v

∂t
+ v · ∇v = bk̂−∇

(
p†

ρh

)
+ Sv, (1)

where t is time, v = (u, v, w) is the 3D velocity vector, k̂ is the vertical unit vector, ρh
is a constant reference density, and Sv represents 3D momentum sources other than buoy-
ancy and the pressure gradient force. The buoyancy is defined as

b = −g ρ− ρh
ρh

,

where g is the gravitational acceleration. The perturbation pressure is defined as

p† = p− ph,

where ph(z) is the reference pressure profile in hydrostatic balance with the reference den-130

sity ρh, i.e., k̂ · ∇ph = −ρhg. Note that ρh is a constant reference density, while ph is131

height dependent.132

2.1 Pressure Poisson Equation133

The Boussinesq approximation implies that the velocity v is nondivergent. There-
fore, taking the divergence of the momentum equation (1) and ignoring the source term
Sv leads to a Poisson equation for the perturbation pressure

∇2

(
p†

ρh

)
=
∂b

∂z
−∇ · (v · ∇v) . (2)

To simplify notation, we define a pressure potential as

P =
p

ρh
. (3)

In the remainder of this paper, we use the pressure potential P , which we generally re-134

fer to as “pressure” as it plays a similar role in the vertical momentum equation. We de-135

rive a closure for the gradient of the perturbation pressure potential, ∇P †, with the dag-136

ger again denoting perturbations relative to the reference pressure potential.137

It is common to decompose the perturbation pressure into the buoyancy pertur-
bation pressure (Pb) and the dynamic perturbation pressure (Pd) (i.e., P † = Pb+Pd),
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associated with the two terms on the right-hand side of (2),

∇2Pb =
∂b

∂z
, (4a)

∇2Pd =−

[(
∂u

∂x

)2

+

(
∂v

∂y

)2

+

(
∂w

∂z

)2
]
− 2

[
∂u

∂y

∂v

∂x
+
∂v

∂z

∂w

∂y
+
∂w

∂x

∂u

∂z

]
. (4b)

In the derivations that follow, we consider for simplicity a 2D Cartesian geometry.
An analogous derivation for an axisymmetric thermal bubble in cylindrical coordinates
is given in Appendix B. In the 2D geometry, with v = (u,w) and ∇2

x,z = ∂2/∂x2 +
∂2/∂z2, the Poisson equations (4), after using the continuity equation, become

∇2
x,zPb =

∂b

∂z
, (5a)

∇2
x,zPd = −2

[(
∂w

∂z

)2

+
∂u

∂z

∂w

∂x

]
. (5b)

Considerable efforts have been made to understand the buoyancy perturbation pres-138

sure and its impact on the effective buoyancy (Jeevanjee & Romps, 2015; Peters, 2016;139

Tarshish et al., 2018). For example, Tarshish et al. (2018) draw analogies between the140

effective buoyancy and buoyancy perturbation pressure of the fluid and the magnetic charge141

and potential in magnetostatics. They obtain an analytical solution for the buoyancy142

perturbation pressure from a homogeneous thermal with added randomness. However,143

they do not account for the dynamic perturbation pressure induced by the velocity field.144

Here we solve the pressure Poisson equation accounting for both the buoyancy and145

the dynamic perturbation pressure. We consider a thermal bubble and make a single-146

normal mode assumption. Although the single-normal mode assumption is made for sim-147

plicity, it has proven to be successful in simulating convective systems. For example, Holton148

(1973) adopted a single-normal mode for the horizontal direction when solving for the149

perturbation pressure from a diagnostic Poisson equation. Morrison (2016b) derived a150

single-normal mode solution for the buoyancy perturbation pressure, making the assump-151

tion that the dynamic perturbation pressure is negligible when determining the verti-152

cal velocity within an updraft. They also derived a general solution for perturbation pres-153

sure from the steady-state momentum and mass continuity equations in presence of a154

lower boundary. The derivation in Morrison (2016b) shows a dependency of the pres-155

sure forcing term on the dimensionality of the convection: the pressure forcing is stronger156

in a 2D Cartesian setup than that in the 3D axisymmetric setup. Here we use the single-157

normal mode solution within an ensemble of multiple thermals.158

The Boussinesq approximation is a limitation to study deep convection. Morrison159

(2016a) showed that although the net perturbation pressure between the cloud top and160

bottom differs in the Boussinesq and anelastic approximations, the vertical acceleration161

is much less sensitive to the approximations. This is due to compensation from the dif-162

ferent density profiles used in the two approximations. This provides one justification163

for our use of the simplifying Boussinesq approximation.164

2.2 Single-Normal Mode Solution165

In this subsection, we derive a single-normal mode solution for the perturbation
pressure for a 2D thermal in Cartesian coordinates. We assume the 2D thermal is pos-
itively buoyant and has horizontal extent 2R and vertical extent H. That is, its hori-
zontal and vertical wavenumbers are kb = π/(2R) and m = π/H, respectively. The
single-normal mode structure for buoyancy is

b = bA sin (mz) cos (kbx), x ∈ [−R,R], z ∈ [0, H], (6)

–5–
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where bA is the normal mode amplitude for buoyancy.166

We make a similar single-normal mode ansatz for the flow inside the thermal, as-
suming free-slip boundary conditions, that is, the vertical velocity w vanishes at the top
and bottom of the thermal and the horizontal velocity u vanishes at its lateral bound-
aries. This configuration defines a closed circulation with an upward branch at the cen-
ter of the thermal and two outlying descending branches. The velocity field has the same
vertical wavenumber as the buoyancy, while its horizontal wavenumber kw is different
from kb. The single-normal mode structure for vertical velocity is

w = wA sin (mz) cos (kwx), (7)

where wA is the normal mode amplitude for w. From the continuity equation, ∂xu+∂zw =
0, we have

∂u

∂x
= −∂w

∂z
= −mwA cos (mz) cos (kwx), (8)

and we set
u = uA cos (mz) sin (kwx), (9)

where uA is the normal mode amplitude for u. The free-slip boundary condition requires
kw = 2kb = π/R; Eqs. (8) and (9) then imply

kwuA = −mwA. (10)

Equations (6), (7), and (9) together describe the single-normal mode structure of167

the buoyancy and velocity fields for the 2D thermal in Cartesian coordinates. The flow168

pattern that arises is shown in Figure 1. The buoyancy structure and flow fields for a169

3D axisymmetric thermal in cylindrical coordinates using the Fourier-Bessel decompo-170

sition (Holton, 1973) are described in Appendix B.171

2.2.1 Buoyancy Perturbation Pressure172

With the normal-mode ansatz (6), the Pb Poisson equation (5a) reduces to

∇2
x,zPb =

∂b

∂z
= mbA cos (mz) cos (kbx). (11)

The buoyancy perturbation pressure Pb then needs to have the same trigonometric struc-
ture as the right-hand side of (11), i.e.,

Pb = P0 cos (mz) cos (kbx). (12)

The coefficient P0 is obtained by substituting this form for Pb into (11), leading to

∇2
x,zPb = −P0

(
m2 + k2

b

)
cos (mz) cos (kbx) = mbA cos (mz) cos (kbx).

This gives

P0 = − m

m2 + k2
b

bA.

Therefore, the single-normal mode solution for the buoyancy perturbation pressure
is

Pb = − m

m2 + k2
b

bA cos (mz) cos (kbx), (13)

and the buoyancy perturbation pressure gradient needed in the vertical momentum equa-
tion is

−∂Pb

∂z
= − m2

m2 + k2
b

bA sin (mz) cos (kbx) = − b

[1 + (H/2R)2]
. (14)

As the bubble gets wider and shallower, a stronger virtual mass effect leads to a173

weaker effective buoyancy, consistent with the solution for an idealized spherical bub-174

ble with homogeneous buoyancy distribution (Tarshish et al., 2018).175

–6–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

0.0

0.2

0.4

0.6

0.8

1.0

z

b w u

0.4 0.2 0.0 0.2 0.4
x

0.0

0.2

0.4

0.6

0.8

1.0

z

0.4 0.2 0.0 0.2 0.4
x

0.4 0.2 0.0 0.2 0.4
x

0.00

0.15

0.30

0.45

0.60

0.75

0.90

1.05

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

1.25

0.60

0.45

0.30

0.15

0.00

0.15

0.30

0.45

0.60

0.00

0.15

0.30

0.45

0.60

0.75

0.90

1.05

0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

0.32

0.24

0.16

0.08

0.00

0.08

0.16

0.24

0.32

Figure 1. Buoyancy and velocity patterns for the single-normal mode ansatz for the 2D

(top) and 3D (bottom) thermals. The thermal is created by specifying dimensionless parameters

2R = H = 1 and bA = wA = 1. The velocity amplitude uA is computed from the non-divergence

criterion kwuA + mwA = 0. The vertical velocities w in the middle column is shown the velocity

from the single-normal model ansatz plus the velocity of the thermal, which is taken as 25% of

the peak w at the thermal center.
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2.2.2 Dynamic Perturbation Pressure176

Similarly, using the ansatz (7) and (9), the Poisson equation for the dynamical pres-
sure becomes

∇2
x,zPd = −2

[(
∂w

∂z

)2

+
∂u

∂z

∂w

∂x

]
= −m2w2

A cos (2mz)−m2w2
A cos (2kwx). (15)

We assume the dynamic perturbation pressure has the form

Pd = P1 cos (2mz) + P2 cos (2kwx) + Fz +G(x, xz), (16)

which satisfies (15). The function G(x, xz) can be written in the general form G1x +
G2xz + G3. Since the flow is symmetric with respect to x = 0, the dynamic pertur-
bation pressure induced by the flow should also be symmetric, i.e., Pd(x) = Pd(−x).
As a result, G1 = G2 = 0, and G(x, xz) = G3 is a constant. Then the Laplacian of
Pd is

∇2
x,zPd = −4m2P1 cos (2mz)− 4k2

wP2 cos (2kwx),

which gives P1 = w2
A/4 and P2 = m2w2

A/(4k
2
w). Therefore, the dynamic perturbation

pressure is

Pd =
w2
A

4
cos (2mz)︸ ︷︷ ︸
A

+
m2w2

A

4k2
w

cos (2kwx)︸ ︷︷ ︸
B

+ Fz︸︷︷︸
C

+ G3︸︷︷︸
D

. (17)

The ultimate goal is to parameterize the pressure gradient force −∂zPd, in which
the z-independent terms, B and D, do not participate. Term C in (17) may be used to
describe the aerodynamic drag, alleviating the shortcomings of our simplified inviscid
approximation. The form drag experienced by the thermal equals the total pressure (air
pressure plus 0.5ρ|w|2) loss of the surrounding flow across the thermal (Liu et al., 2015),
that is, ∫ R

−R
ρ

[
Pd +

w2

2

]z=H
z=0

dx =
1

2
ρAcdw

2
r , (18)

where cd is the drag coefficient, A is the cross-sectional area perpendicular to wr (i.e.,
A = 2R in the 2D setup), and wr is the velocity of the thermal relative to the environ-
ment. Using Pd from (17) in (18), we obtain

F =
1

2
cd
w2
r

H
, (19)

describing the pressure drag the thermal experiences in the fluid. This drag, derived by
integrating the total pressure along the boundaries of the thermal, is a result of the par-
ticular assumptions we made for the flow pattern and boundary conditions. Finally, the
vertical pressure gradient force is given by

−∂Pd

∂z
=
m

2
w2
A sin (2mz)− 1

2
cd
w2
r

H

= mw2
A sin (mz) cos (mz)− 1

2
cd
w2
r

H

= wA sin (mz)
d

dz
[wA sin (mz)]− 1

2
cd
w2
r

H

= wc
dwc
dz
− 1

2
cd
w2
r

H
,

(20)

where wc = wA sin (mz) represents the velocity at the thermal axis.177

The single-normal mode assumption is a major simplification for the thermal struc-178

ture and has some limitations. It approximates the thermal as a flow perturbation with179

–8–
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positive buoyancy and trigonometric structure in both horizontal and vertical directions.180

Its implied internal flow has two symmetric circulation lobes, with ascending branch in181

the center and descending branches on the sides. This flow pattern resembles the inter-182

nal flow within Hill’s vortex (e.g., Levine (1959)), except that it is defined over a rect-183

angle instead of a circle.184

Figure 1 sketches out the buoyancy and velocity fields under this ansatz. Note that185

convection consists of a large ensemble of thermals (e.g., Sherwood et al. (2013), Romps186

and Charn (2015), Morrison et al. (2020)), and parameterization schemes aim at rep-187

resenting the statistical behavior of the ensemble. In Appendix C, we lay out a deriva-188

tion for the ensemble composite of multiple thermals centered at their centroids. The189

analytical structure for the multi-thermal ensembles, shown in Figure C1, is consistent190

with the idealized simulation results in Morrison (2016b) and resembles the composite191

results of bubbles identified in the convective test cases (Figure 5).192

Asymmetries arising from the lower boundaries and from the environment wind shear193

can be important in the development and maintenance of convective systems (Jeevanjee194

& Romps, 2016; Morrison, 2016b); they are neglected in this idealized symmetric ther-195

mal setup.196

Despite these simplifications, the solutions for the buoyancy perturbation pressure197

Pb in (13) and the dynamic perturbation pressure Pd in (17) are consistent with ideal-198

ized numerical simulations (Morrison, 2016b; Morrison & Peters, 2018).199

3 Perturbation Pressure Gradient in the Extended EDMF Scheme200

In the EDMF framework, a GCM grid box is divided into subdomains that con-
sist of coherent updrafts/downdrafts and an isotropic environment. Following Cohen et
al. (2020), the conditional average of a property φ in the i-th subdomain is denoted by
φ̄i, with ai as the area fraction occupied by the subdomain. The fluctuation around the
subdomain average is denoted by φ′i = φ−φ̄i. We use i = 0 for the turbulent isotropic
environment and i ≥ 1 for coherent updrafts and downdrafts. Angle brackets 〈φ〉 de-
note the grid-mean average of φ, and φ∗ = φ−〈φ〉 denotes the fluctuation around the
grid mean. It is also convenient to define the difference between the subdomain average
and the grid box average as φ

∗
i = φ̄i − 〈φ〉. Finally, the grid box average is related to

the subdomain average by the area-weighted average over all subdomains:

〈φ〉 =
∑
i

aiφ̄i. (21)

Using Reynolds averaging rules and this subdomain decomposition, SGS vertical
fluxes are decomposed into the sum of subdomain-average components and components
owing to fluctuations within the subdomains:

〈w∗φ∗〉 =
∑
i

ai(w
∗
iφ
∗
i + w′iφ

′
i). (22)

The first term is represented by mass flux closures while the second term is taken to be201

nonzero only for the turbulent environment (i = 0); it is modeled as downgradient eddy202

diffusion, hence name of the eddy-diffusivity mass-flux (EDMF) scheme. Accurate pa-203

rameterization of this SGS vertical flux is the key goal of the EDMF scheme.204

The full set of equations solved by the extended EDMF scheme is discussed in Cohen205

et al. (2020). For the purpose of understanding the role of perturbation pressure, here206

we briefly lay out the vertical momentum equation for updrafts/downdrafts, and the TKE207

equation for the environment, in which the perturbation pressure arises.208
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3.1 Updraft Vertical Velocity and Environmental TKE in the Extended209

EDMF Scheme210

The vertical momentum equation for the i-th subdomain is

∂(ρaiw̄i)

∂t
+∇h · (ρai〈uh〉w̄i) +

∂(ρaiw̄iw̄i)

∂z
=

∂

∂z

(
ρaiKw,i

∂w̄i
∂z

)
︸ ︷︷ ︸

turbulent flux

+
∑
j 6=i

[(
Eij + Êij

)
w̄j −

(
∆ij + Êij

)
w̄i

]
︸ ︷︷ ︸

entrainment/detrainment

+ ρaib̄
∗
i + ρai〈b〉︸ ︷︷ ︸

buoyancy

−ρai
(
∂P †

∂z

)∗
i

− ρai
∂〈P †〉
∂z︸ ︷︷ ︸

perturbation pressure

,

(23)

where uh is the horizontal component of the velocity vector, whose subdomain value is211

taken to be equal to its grid-mean value. Following Cohen et al. (2020), ρ = 〈ρ〉 is the212

grid-mean density. The exchange of mass is represented by dynamical entrainment, Eij ,213

dynamical detrainment, ∆ij , and turbulent entrainment, Êij ; see Cohen et al. (2020) for214

details. Vertical turbulent fluxes are represented by the eddy diffusivity Kw,i (Lopez-215

Gomez et al., 2020).216

The subdomain buoyancy is defined as

b̄i = −g ρ̄i − ρh
ρ

.

It is decomposed into a contribution from the grid-mean buoyancy

〈b〉 = −g ρ− ρh
ρ

,

and a departure from the grid mean

b̄∗i = −g ρ̄
∗
i − ρh
ρ

.

Similarly, the perturbation pressure gradient is decomposed into a grid-mean component
and a departure from the grid mean, i.e.,

−
(
∂P †

∂z

)
i

= −
∂
〈
P †
〉

∂z
−
(
∂P †

∂z

)∗
i

. (24)

In the GCM setting, the grid-mean buoyancy 〈b〉 and perturbation pressure gra-217

dient −∂〈P †〉/∂z are provided by the dynamical core; in the SCM setting, they are bal-218

anced as in Eq. (47) in Cohen et al. (2020). The subdomain buoyancy relative to the grid219

mean, b
∗
i , is computed from the density using a nonlinear saturation adjustment; see the220

appendix in Pressel et al. (2015). Here we develop a closure scheme for the subdomain221

perturbation pressure, −(∂P †/∂z)
∗
i .222
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The subdomain TKE is defined as ēi = 0.5(u′2i +v′2i +w′2i ), and the environmen-
tal (i = 0) TKE equation is

∂(ρa0ē0)

∂t
+∇h · (ρa0〈uh〉ē0) +

∂(ρa0w0ē0)

∂z
=

∂

∂z

(
ρa0Km,0

∂ē0

∂z

)
︸ ︷︷ ︸

turbulent transport

+ ρa0Km,0

[(
∂〈u〉
∂z

)2

+

(
∂〈v〉
∂z

)2

+

(
∂w̄0

∂z

)2]
︸ ︷︷ ︸

shear production

+
∑
i>0

(
−Ê0iē0︸ ︷︷ ︸

turb. entrainment

+ w̄∗0Ê0i(w̄0 − w̄i)︸ ︷︷ ︸
turb. entrainment production

)
+
∑
i>0

(
−∆0iē0︸ ︷︷ ︸

dyn. detrainment

+
1

2
E0i(w̄0 − w̄i)(w̄0 − w̄i)︸ ︷︷ ︸
dyn. entrainment production

)

+ ρa0w′0b
′
0︸ ︷︷ ︸

buoyancy production

− ρa0

[
u′0

(
∂P †

∂x

)′
0

+ v′0

(
∂P †

∂y

)′
0

+ w′0

(
∂P †

∂z

)′
0

]
︸ ︷︷ ︸

pressure work

− ρa0D̄e,0︸ ︷︷ ︸
dissipation

, (25)

with TKE dissipation denoted by D̄e,0. Closure schemes for the shear production, en-223

trainment and detrainment, turbulent transport, buoyancy production, and dissipation224

are discussed in Cohen et al. (2020) and Lopez-Gomez et al. (2020).225

The pressure work in the environment can be computed using

−ρa0

[
w′0

(
∂P †

∂z

)′
0

+ u′0

(
∂P †

∂x

)′
0

+ v′0

(
∂P †

∂y

)′
0

]
=
∑
i≥1

ρai (w̄∗i − w̄∗0)

(
∂P †

∂z

)∗
i

, (26)

once the perturbation pressure gradient is closed for the momentum equations in the up-226

drafts and downdrafts. This equation assumes that subdomain covariances within up-227

drafts and downdrafts are negligible, a general assuption in EDMF schemes. A deriva-228

tion of this relation is provided in Appendix A, given the assumption that pressure per-229

turbations only redistribute TKE between subdomains and do no work on the grid mean230

(Tan et al., 2018). It is noteworthy that (26) is different from how the pressure work term231

is closed in many higher-order turbulence schemes (e.g., Bretherton and Park (2009)),232

which usually combine the pressure work with the turbulent TKE transport and param-233

eterize the resulting combined term diffusively.234

3.2 Implementation of Perturbation Pressure Closure in the Extended235

EDMF Scheme236

Equations (14) and (20) provide the buoyancy and dynamic perturbation pressure
forcing in the 2D single-normal mode flow. They apply to the pointwise vertical momen-
tum equation within a thermal. To derive expressions similar to (14) and (20) that are
suitable for implementation in the EDMF scheme, we take updrafts in the EDMF scheme
to be ensembles of thermals as discussed in Appendix C, and we conditionally average
over the thermals, obtaining for scalar fluxes

wiφi =

(
1∑N

j=1 2Rj

)
N∑
j=1

∫ Rj

−Rj

wφdx̃ =

N∑
j=1

aTj
ai
{wφ}j . (27)

Here, i represents the i-th subdomain in the EDMF scheme, j represents the j-th ther-
mal in the i-th subdomain, x̃ is a local coordinate centered on each thermal axis, Rj is
the horizontal radius of the j-th thermal, aTj is the area fraction of the j-th thermal, and
the {·}j operator represents the average over the j-th thermal. In the EDMF framework,
it is assumed that variance within updrafts is negligible, and the vertical transport of
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heat (wibi), or of any other tracer, is achieved through the updraft mean properties (wi
and bi), that is,

1

V

∫
Ωi

wbdV = wibi. (28)

Here, Ωi represents the i-th subdomain within a grid box. To apply this to the thermal237

ensemble, the thermal-mean buoyancy (and other scalars except w) is taken as the av-238

erage over the thermal, while the effective wi is obtained from expression (28).239

Applying the conditional average to the buoyancy perturbation pressure gradient
as in (15), the buoyancy perturbation pressure gradient force for the i-th updraft, con-
sisting of N thermals, is

−
(
∂Pb

∂z

)
i

= −
N∑
j=1

aTj
ai

1

1 +
(
Hj

2Rj

)2 {b}j , (29)

This virtual mass effect reduces the effective buoyancy of the thermal with respect to240

the buoyancy computed from density fluctuations (Davies-Jones, 2003; Jeevanjee & Romps,241

2015). Consistent with LES simulations (Romps & Charn, 2015; Tarshish et al., 2018),242

the virtual mass contribution depends on the aspect ratio, 2R/H, of the convective sys-243

tem.244

Assuming each thermal contributes almost equally to the updraft buoyancy (i.e.,
aTj {b}j/ai = ηbi) and that the inverse aspect ratio α̂ = H/2R of thermals ranges uni-
formly from 0 to a certain value α̂m, equation (29) can be approximated as

−
(
∂Pb

∂z

)
i

= −
N∑
j=1

ηbi

1 +
(
Hj

2Rj

)2 ≈ −
N

α̂m

∫ α̂m

0

1

1 + α̂2
ηbidα̂ = −Nη

α̂m
arctan (α̂m)bi. (30)

The arctan (α̂m) function behaves as an activation function in terms of the maximum245

inverse aspect ratio α̂m of the thermals sustaining convection. It easily saturates (i.e.,246

is constantly activated) for reasonable convective aspect ratios. Considering the steeper247

part of the arctan (α̂m) function might be important for high spatial resolutions, where248

there are fewer thermals within a grid box. In the EDMF implementation, we use ex-249

pression (30) to diagnose the departure from the grid mean following (24).250

The implementation of the dynamic perturbation pressure gradient in the EDMF251

scheme requires an effective vertical velocity w̄i, defined by (28). Consider a simplified252

case with a single thermal and let wc(z) = wA sin (mz) and bc(z) = bA sin (mz) rep-253

resent the vertical velocity and buoyancy at the thermal axis. Following (28),254

wibi =
1

2R

∫ R

−R
wc cos (2kbx)bc cos (kbx)dx =

2

3π
wcbc, (31)

and thus the updraft velocity wi is proportional to the vertical velocity at the axis of the255

thermal when considering one thermal. Writing w∗i = γwc,j , applying the conditional256

average on the advection damping term in (20), and diagnosing the pressure drag from257

the pressure deficit across the thermal ensemble yields the dynamic perturbation pres-258

sure gradient for the updraft259

−
(
∂Pd

∂z

)∗
i

=
1

γ2
w∗i

dw∗i
dz
− 1

2
cd
w2
r,i

Hi
= αaw

∗
i

dw∗i
dz
− 1

2
cd
w2
r,i

Hi
. (32)

The first term on the right-hand side counteracts the advection of vertical momen-260

tum in (23). The parameter αa = γ−2 is a scaling parameter that describes the advec-261

tion damping strength. This term stands out as the only term that can serve as a source262
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of momentum in a buoyant thermal bubble; the resulting acceleration in the lower half263

of the bubble is an important term in the vertical momentum budget. It is tightly con-264

nected to the vertical structure of Pd, as indicated by the first term on the right-hand265

side of (17). The dynamic perturbation pressure attributed to this term has high pres-266

sure centered at the top and bottom of the thermal and low pressure centered at the ther-267

mal center, consistent with the dynamic pressure structure from numerical simulations268

of an idealized thermal bubble (Peters, 2016; Morrison & Peters, 2018) and the multi-269

mode ensemble of thermal structures as shown in Figure C1.270

By contrast, the simplification via the single-normal mode ansatz leads to a ver-271

tically symmetric structure with respect to the thermal center (similar to Hill’s vortex),272

whereas the numerical simulations in Morrison and Peters (2018) demonstrate some asym-273

metry. As discussed in Peters (2016), the high pressure at the top and bottom is related274

to the −(∂xu)2−(∂zw)2 term in the Poisson equation (4), and it partially compensates275

the divergence of the flow. The low pressure in the center is related to the −(∂zu)∂xw276

term in the Poisson equation and comes from the vortex ring-like structure. This high-277

low-high vertical pattern leads to an upward pressure gradient force in the lower half of278

the thermal and a downward force in the upper half, counteracting the momentum ad-279

vection in the wi prognostic equation.280

The second term in (32) represents a form drag, a necessary correction to the sim-
plified configuration given by free-slip boundary conditions between thermals and the
environment. In the EDMF scheme, a z-dependent relative velocity is computed as wr,i =
wi − w0, and thus, the drag term is defined as

−αd
(w∗i − w∗0)|w∗i − w∗0|

Hi
, (33)

where the subscript i represents the i-th updraft/downdraft and 0 represents the envi-281

ronment. The velocity w∗i−w∗0 is the relative velocity between the updraft/downdraft282

and the environment (with the grid mean 〈w〉 removed from both wi and w0). For sim-283

plicity, the factor 1/2 in the derivations of the drag is subsumed into the parameter αd,284

which we later adjust empirically. Note that the squared velocity has been substituted285

by a product with its absolute value, consistent with the fact that for a downdraft the286

total pressure difference between z = H and z = 0 has opposite sign.287

The drag term (33) is different from commonly adopted drag terms (e.g., Simpson288

and Wiggert (1969); de Roode et al. (2012); Tan et al. (2018)) in two respects: First, it289

uses the relative velocity between the drafts and the environment instead of the updraft290

velocity, which is applicable for large updraft area fractions; second, it uses a 1/H scal-291

ing instead of the 1/R scaling, which we found to be crucial for the diurnal cycle of deep292

convection.293

As shown in Appendix B, for the axisymmetric thermal, contributions to the per-
turbation pressure gradient can also be decomposed into virtual mass, advection damp-
ing, and drag, with the main difference being the scaling parameters that arise. There-
fore, the pressure gradient force for the i-th EDMF subdomain can be generalized as

−
(
∂P †

∂z

)∗
i

= −αbb̄∗i + αaw̄
∗
i

∂w̄∗i
∂z
− αd

(w̄∗i − w̄∗0) |w̄∗i − w̄∗0 |
min (Hi, 500 m)

, (34)

where αb, αa, and αd are dimensionless parameters that describe the contributions from294

the virtual mass effect, advection damping, and pressure drag. A minimum length scale295

of 500 m is used to avoid a vanishing denominator. In the examples we show, we tuned296

these parameters manually for the scheme to perform across a spectrum of convective297

scenarios. A significant change in the drag formula is that the vertical extent of the con-298

vective system rather than the horizontal radius (as in Tan et al. (2018) or Simpson et299

al. (1965)) is used as the length scale. It is shown in Section 5 that this is a key mod-300
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ification that allows the EDMF scheme to correctly capture the onset of deep convec-301

tion.302

The pressure formulation (34) has three tunable, non-dimensional parameters: a303

virtual mass parameter (αb), an advectivon damping parameter (αa), and a drag param-304

eter (αd) (in addition to the cutoff length scale). The virtual mass parameter (αb) is de-305

pendent on the number and aspect ratio of thermals sustaining convection, but Eq. (30)306

suggests it assumes an approximately fixed value when the number of thermals is large.307

The advection damping parameter (αa) describes a compensation between perturbation308

pressure gradient and the momentum advection so that the flow stays non-divergent. The309

drag parameter (αd) modulates the strength of the drag effect. Romps and Charn (2015)310

determined the drag coefficient for a spherical thermal to be 0.6. Tan et al. (2018) took311

into account this drag formula and adjusted the coefficient for the spherical thermal to312

that of a cylindrical plume. However, the drag effect as in Romps and Charn (2015) did313

not separate the buoyancy and dynamic contributions. Their drag term represents the314

entire pressure gradient force, which is conceptually different from the drag term we de-315

rived in (34).316

While the three parameters have direct physical interpretations, we take them as317

empirical parameters to be learned from data. The parameters (αb, αa, αd) are a sub-318

set of the EDMF parameters, which we obtained sequentially: We first tuned the mix-319

ing length parameters with stable boundary layer simulations (Lopez-Gomez et al., 2020),320

followed by the entrainment parameters and (αb, αa) parameters relevant to dry convec-321

tion (Cohen et al., 2020). Finally, we tuned the moisture-dependent detrainment param-322

eters and the drag coefficient αd to reproduce the cloud layer profiles and the cloud top323

height in moist convection.324

4 Experimental Setups in LES and SCM325

We implemented the extended EDMF framework in the SCM described in Tan et326

al. (2018) and Cohen et al. (2020). It uses the liquid potential temperature (θl) as the327

prognostic thermodynamic variable for both dry and moist experiments. For dry cases,328

θl = θ. We take (34) as the pressure closure for the updraft vertical momentum equa-329

tion and (26) as the pressure work for the environmental TKE equation. The performance330

of the EDMF scheme in the SCM is compared with LES. The LES are performed with331

PyCLES (Pressel et al., 2015), an anelastic atmospheric LES code with entropy and to-332

tal water specific humidity as prognostic variables, designed to simulate boundary layer333

turbulence and convection. We examine the structure of a dry rising bubble following334

the benchmark test in Bryan and Fritsch (2002), and also compare our simplified ther-335

mal bubble structure to individually selected thermals in observationally motivated test336

cases of moist convection.337

4.1 2D Dry Rising Bubble338

4.1.1 LES Setup339

The dry rising bubble experiment runs on a 2D domain of 10 km in height and 20 km
in width. The initial liquid water potential temperature (θl) distribution over the do-
main is

θl(x, z) =

{
300 K + (2 K) cos2 (0.5πL(x, z)), if L < 1,

300 K, if L ≥ 1,
(35)

where

L =

√(
x− xc
xr

)2

+

(
z − zc
zr

)2

(36)
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Figure 2. Initial profiles of the rising bubble experiments in LES. (a) Contours of θl with in-

tervals of 0.2 K. The black contour is at 300 K and it outlines the edge of the initial bubble that

is used for the conditional average computation. (b) Initial vertical profiles of θl conditionally

averaged over the bubble (black solid line) and the environment (blue dashed line), as well as the

grid-mean θl (red dotted line). (c) Initial profile of the bubble area fraction.

represents the normalized distance from the point (x, z) to the bubble center xc = 10 km340

and zc = 2 km, and xr = zr = 2 km represent the initial radius of the bubble. This341

initial θl distribution is unstable near xc and stable far from it (Figure 2a). The ther-342

mal bubble contains the strongest warm anomaly in the bubble center, which decays to-343

ward the edge of the bubble. The liquid water potential temperature θl is homogeneous344

outside the bubble, creating an almost neutral environment. Both the environment and345

the bubble are initially at rest. The buoyancy force associated with the perturbed θl field346

provides the initial momentum source for the bubble to rise.347

4.1.2 SCM Setup348

The SCM simulation is initialized by taking the conditional average over the bub-349

ble from the LES initial setup. The buoyant bubble is identified by the 300-K θl-contour350

(black contour in Figure 2a). The initial updraft area fraction is computed as the ratio351

of the horizontal extent of the bubble over the horizontal LES domain size as shown in352

Figure 2c. Initial θl for the updraft is computed as the conditional average of θl within353

the perturbed area, shown in Figure 2b. Also shown are the grid-mean and environmen-354

tal profiles of initial θl. This initial θl profile introduces a positively buoyant bubble into355

a negatively buoyant environment. The updraft velocity is initialized as zero through-356

out the column, consistent with the resting initial state in LES. No external forcing is357

applied along the simulation.358

As discussed in Cohen et al. (2020), subdomain horizontal velocities are assumed359

equal to the grid-mean horizontal velocity, and changes in area fraction due to horizon-360

tal mass exchange are attributed to dynamical entrainment and detrainment. A rising361

bubble results in a large mass and momentum convergence at the bubble bottom and362

divergence at the top (Sánchez et al., 1989). This requires an additional divergence term363

in addition to the dynamical entrainment and detrainment. Therefore, the entrainment364

and detrainment rates for the bubble test case are modified as365

Eij = Ẽij + ρcdiv max

(
d(aiwi)

dz
, 0

)
, (37)

∆ij = ∆̃ij + ρcdiv max

(
− d(aiwi)

dz
, 0

)
, (38)
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where cdiv = 0.4 is a scaling coefficient, and Ẽij and ∆̃ij are the entrainment and de-366

trainment rates proposed by Cohen et al. (2020). The second term is an addition for the367

bubble test case only; it has been implemented in an EDMF scheme for simulating oceanic368

convection (Giordani et al., 2020) and a multi-fluid framework for the thermal bubble369

(Weller et al., 2020). The bubble test case is an initial value problem that is different370

from the typical boundary value problems for turbulence and convection that a SGS model371

needs to simulate in a climate model, and hence the introduction of these additional terms,372

not present in Cohen et al. (2020) and Lopez-Gomez et al. (2020), may be justified. The373

parameters for the pressure gradient force (34) for the 2D thermal bubble simulation are374

set to (αb, αa, αd) = (0.14, 0.4, 0.1).375

4.2 Moist Convection376

Atmospheric convective systems consist of large numbers of thermal bubbles (Moser377

& Lasher-Trapp, 2017; Hernandez-Deckers & Sherwood, 2016), which can be identified378

by their dynamical and thermodynamic properties (e.g., Romps and Charn (2015)). Morrison379

et al. (2020) and Peters et al. (2020) illustrate a more complicated thermal chain struc-380

ture under certain conditions that links the convective updrafts to starting plumes. A381

convective parameterization attempts to represent the statistical mean of these bubbles.382

We have already shown the EDMF scheme with the proposed pressure closure to383

be successful in representing various boundary layer regimes, including stratocumulus-384

topped boundary layers, dry convective boundary layers, and shallow and deep moist con-385

vection (Cohen et al., 2020; Lopez-Gomez et al., 2020). Here we present the following386

two moist convective cases, in which the perturbation pressure gradient is an important387

forcing term:388

• A maritime shallow convection case from the Barbados Oceanographic and Me-389

teorological Experiment (BOMEX, Holland and Rasmusson (1973)). The initial390

profile and large-scale forcing follow the experiment specifications in Siebesma et391

al. (2003). We use a (6.4 km)2×3 km domain with an isotropic resolution of 40 m.392

• A continental deep convection case from the Tropical Rainfall Measurement Mis-393

sion Large-scale Biosphere-Atmosphere experiment (TRMM-LBA, Grabowski et394

al. (2006)). The initial profile and time-evolving surface fluxes follows the exper-395

iment specifications in Grabowski et al. (2006). A warm-rain cutoff scheme is im-396

plemented consistently in both LES and SCM. The simulation runs on a (25.6 km)2×397

22 km domain with an isotropic resolution of 200 m.398

The LES and SCM simulations for BOMEX and TRMM-LBA follow the exper-399

imental setups described in Cohen et al. (2020). The pressure closure takes the form (34)400

with parameters (αb, αa, αd) = (0.12, 0.1, 10.0). (We use different parameters for 2D401

and 3D cases, as suggested by the derivations in Section 2 and Appendix B.) The clo-402

sures for entrainment and detrainment are given by Eqs. (31) and (32) in Cohen et al.403

(2020), that is, without the divergence term as described above for the bubble case. The404

eddy diffusivity and mixing length in the environment are closed as in Lopez-Gomez et405

al. (2020). At the same time, the results in these companion papers rely on the pressure406

closure derived in this work.407

Following Couvreux et al. (2010), a passive tracer is added for the LES simulation.408

A 3D mask that identifies updrafts in moist convection is obtained based on criteria on409

the vertical velocity, tracer concentration, and liquid water specific humidity as described410

in Cohen et al. (2020). We compute the bulk properties of convective plumes by taking411

the conditional average over the updraft mask. Against these bulk properties, we com-412

pare the performance of the updraft profiles in the SCM simulations.413
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To investigate the average structure of thermal bubbles in moist convection, we iden-414

tify bubbles from the 3D outputs for the last simulation timestep. We search for ther-415

mals as coherent subsets of the updraft structures. To exclude negatively buoyant struc-416

tures, which can occur near cloud top in convective overshoots, we remove regions of neg-417

ative buoyancy from the tracer-based updraft identification.418

In BOMEX, thermal bubbles are identified by sweeping over the 3D fields from the419

cloud-top level down to cloud-base. For TRMM-LBA, we perform a top-down search for420

convective thermals that grow above 3 km. The 3D mask that identifies updrafts in fact421

labels isolated clusters that sit at different horizontal and vertical locations of the sim-422

ulation domain. At each height level, once a cluster (2D) with at least 3 neighboring grid423

cells is located via the updraft identification criteria, this cluster becomes a candidate424

to be part of the thermal. Further down in the computational domain, when 2D clus-425

ters identified in a lower level overlap with the clusters identified above, then they are426

considered to be part of the same 3D thermal. Once such 3D thermal elements have been427

identified, those with horizontal or vertical scales smaller than 5 grid cells are excluded428

from the analysis, to avoid randomness from small structures. In the end, we identify429

13 convective thermals from BOMEX and 8 from TRMM-LBA for a composite study.430

Various more complicated thermal tracking algorithms are available (e.g., (Romps & Charn,431

2015; Hernandez-Deckers & Sherwood, 2016; Morrison et al., 2021)). These take into con-432

sideration flow structures and their time evolution and investigate the time-evolving char-433

acteristics of the thermals. This is beyond the scope of this work. Our aim merely is to434

compare our solution for the perturbation pressure against thermals in LES snapshots.435

A composite of the thermal bubbles is created to illustrate their robust structures436

in w, buoyancy, P † and −∂zP †. First, for each bubble, the location of the maximum w437

is identified as the reference grid point for the composite analysis. Then, an azimuthal438

average is computed around the vertical axis that goes through the location of the max-439

imum w in the bubble. Finally, the composite is created by aligning the 2D azimuthal440

averages of each bubble by their locations of maximum w.441

5 Results442

5.1 2D Rising Bubble443

Snapshots of the bubble structure from LES are shown in Figure 3. Similar to Fig-444

ure 2a, the bubble is outlined by black contours with zero buoyancy. Given this initial445

buoyancy distribution, the upward vertical velocity builds up quickly inside the bubble,446

while compensating downdrafts are established and closely wrap the rising bubble. This447

is a robust structure in convective elements and captures well the vertical fluxes of heat448

and moisture in convective systems (Gu et al., 2020). Meanwhile, a negative perturba-449

tion pressure is established below the maximum buoyancy level, while a positive pertur-450

bation pressure is established above it. As the buoyancy center is pushed upward as the451

bubble rises, the zero perturbation pressure contour line moves toward the bubble top,452

and negative P † dominates the majority of the bubble. A peak in negative P † develops453

at the center of the bubble, which results in a momentum source from the perturbation454

pressure gradient below this level and a momentum sink above it. The bottom panels455

in Figure 3 show the conditional average of the pressure gradient force and its decom-456

position into buoyancy and dynamic components. At the bottom and mid-levels of the457

bubble, −∂zP †d dominates; it is a momentum source in the lower part of the bubble and458

a sink near its top. The buoyancy component, −∂zP †b , contributes primarily as a sink459

offsetting the buoyancy field.460

During the early stages of the simulation (before 600 s), the 2D structure of the461

buoyancy and velocity fields resembles the trigonometric structure assumed in (6) and462

(7). Therefore, the single-normal mode assumption is a reasonable simplification. The463
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Figure 3. Snapshots of the rising bubble in 200-second intervals. The black contour in each

contour plot traces the bubble boundary. From left to right are bubbles at 200, 400, 600, 800,

and 1000 seconds into the simulation. The first 3 rows from top to bottom are buoyancy, vertical

velocity, and perturbation pressure potential P †. The bottom row shows conditional averages

of the perturbation pressure gradient force −∂zP † and its decomposition into the buoyancy and

dynamic components.
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Figure 4. Comparison of bubble structures between LES and SCM simulations. (a) Time

evolution of the bubble area fraction in LES. Contours from blue to red represent [0.06, 0.08, . . . ,

0.30]. (b) Time evolution of the bubble area fraction in SCM. Contours from blue to red repre-

sent [0.06, 0.08, . . . , 0.40]. (c) Vertical profiles of area fraction for the 200-second step of the LES

(solid) and SCM (dashed) simulations. (d) Time evolution of the bubble buoyancy in LES. Con-

tours from blue to red represent [0.005, 0.010, . . . , 0.045] m s−2. (e) Time evolution of the bubble

buoyancy in SCM. Contours from blue to red represent [0.005, 0.010, ..., 0.030] m s−2. (f) As

in(c) but for buoyancy. (g) Time evolution of the bubble vertical velocity in LES. Contours from

blue to red represent [1, 2, ..., 9] m s−1. (h) Time evolution of the bubble vertical velocity in

SCM. Contours from blue to red represent [1, 2, ..., 8] m s−1. (i) As in (c) but for vertical veloc-

ity. (j) Time evolution of the bubble −∂zP † in LES. Contours from blue to red represent [-0.05,

-0.045, ..., 0.045] m s−2. (k) Time evolution of the bubble −∂zP † in SCM. Contours from blue

to red represent [-0.01, -0.008, ..., 0.01] m s−2. (l) As in (c) but for −∂zP † and its decomposition

into the buoyancy and dynamic contributions.
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perturbation pressure exhibits a dumbbell structure in the lower part of the bubble, which464

indicates the dynamic perturbation pressure associated with velocity plays an essential465

role at these levels. Toward the end of the simulation, when the bubble deforms, the flow466

inside the bubble deviates from the single-normal mode structure as the strong buoy-467

ancy is pushed to the bubble’s top while the maximum vertical velocity falls into the lower468

half of the bubble. However, a close investigation of the moist convective cases in the469

next subsection shows that individual bubbles in the convective system resemble the ris-470

ing bubble structures during the early stages, which validates the single-normal mode471

assumption made in the derivation.472

The SCM with the extended EDMF parameterization and the pressure closure sim-473

ulates the time evolution of the rising thermal bubble well, with greater success at early474

stages, as shown in Figure 4. The time evolution shows a rising bubble that for the most475

part detaches from the surface and maintains a coherent buoyancy anomaly. As the bub-476

ble rises, the maximum buoyancy level in the SCM simulation shifts from the bubble’s477

center to its top, in agreement with the LES results. The area fraction shows a slightly478

sharper gradient at the top of the bubble at around 400 s. The SCM also roughly cap-479

tures the vertical velocity evolution in the LES. Throughout the simulation, the pertur-480

bation pressure gradient acts as important momentum source (see Figure 4j and 4k). How-481

ever, after 600 s in the simulation, the pressure gradient force’s contribution as momen-482

tum source stays at the lower half of the bubble in the LES but is pushed toward the483

bubble top in the SCM. This mismatch is a result of the discrepancies in w profiles in484

the later stages of the simulation, where the single-normal mode ansatz is no longer valid.485

The last column of Figure 4 shows the profiles at 200 s simulation time, when the486

bubble has in a roughly symmetric structure and a single-normal mode is a reasonable487

assumption. The SCM reproduces the buoyancy profile from the LES, although it over-488

estimates the area fraction toward the bubble top and the vertical velocity throughout.489

In spite of these differences, the SCM produces a bubble that has many key features in490

the LES simulation. The −(∂P †/∂z)i profile in the SCM contributes to a slight momen-491

tum source in the lower half of the bubble and a momentum sink in the upper half, as492

expected from the LES diagnostics. However, the magnitude of the pressure gradient force493

in the SCM is smaller than in the LES. A decomposition into the dynamic and buoy-494

ancy perturbation pressure contributions shows that the buoyancy perturbation contri-495

bution is smaller than expected from LES. Considering the well-reproduced buoyancy496

profile, the underestimate of the buoyancy perturbation pressure gradient is mainly due497

to αb = 0.14 being too small. Since the bubble at 200 s has similar horizontal and ver-498

tical extents, the single-normal mode yields αb ≈ 0.5. However, this constitutes too much499

inhibition and prevents the bubble from rising in the SCM setting. Despite the discrep-500

ancies in magnitude, the perturbation pressure gradient closure captures the primary physics501

of the perturbation pressure, i.e., the maintenance of a non-divergent flow. Overall, this502

demonstrates the capability of the EDMF framework with the pressure closure to sim-503

ulate a rising bubble.504

5.2 Moist Convection505

Thermal bubbles identified from the BOMEX and TRMM-LBA LES experiments506

demonstrate structures similar to the early stage of the rising thermal bubble experiment.507

Figure 5 shows the vertical velocity, buoyancy, perturbation pressure potential, and −∂zP †508

profiles for a composite of bubbles selected in the BOMEX and TRMM-LBA test cases.509

The buoyancy profiles resemble those of early-stage bubbles. The perturbation pressure510

fields show the clear pattern of low pressure in the middle and lower levels of the bub-511

ble and high pressure at the top. The dumbbell structure characterizing the later stages512

of the rising bubble experiment does not show up in the composite (averaged) fields in513

Figure 5; however, it does show up if one looks at individual bubbles instead of the com-514

posite. They are smoothed out when averaged over several bubbles with various hori-515
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Figure 5. Average structures of bubble composites identified from LES simulations for

BOMEX (left two columns) and TRMM-LBA (right two columns). Contour plots represent

the azimuthally averaged structures of w, buoyancy, P †, and −∂zP †. The x and y axis in the

contour plots represent the relative distances from the location of maximum vertical velocity.

Column 2 (BOMEX) and 4 (TRMM-LBA) show the horizontal average of the bubble properties.

Rows from top to bottom show vertical velocity, buoyancy, P †, and −∂zP †.
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line.

zontal and vertical extents. Averaged over many bubbles, the momentum source from516

−∂zP † at the bottom of the bubble and the sink at the top remain similar to the struc-517

ture found in the rising bubble experiment.518

The vertical velocity profiles show a much stronger asymmetry between upward and519

downward flow, compared to both the bubble experiment and the single-normal mode520

ansatz shown in Figure 1. This, however, is predicted by the single-normal mode solu-521

tion when averaging over thermals with different horizontal scales, as shown in Figure522

C1. Indeed, all fields in Figure 5 show a structure similar to that predicted by an en-523

semble of single-normal mode thermals. The resemblance between the composite of bub-524

bles from moist convection and the multi-mode ensemble (Figure C1) justifies the im-525

plementation of the proposed perturbation pressure closure in the EDMF framework.526

The analytical structure for the multi-thermal ensemble as shown in Figure C1 is also527

consistent with the idealized simulation results of Morrison (2016b).528

Using the pressure closure described here, Cohen et al. (2020) demonstrate the ca-529

pability of the EDMF framework to represent dynamic and thermodynamic properties530

within the updrafts, as well as their first, second, and third moments. Here we focus on531

the performance of the pressure closure (34) in the BOMEX and TRMM-LBA cases through532

comparison between the LES and SCM simulations (Figure 6). Comparing the profiles533

for the vertical pressure gradient force in the SCM (dashed) with that diagnosed from534

(34) in LES (dotted), the SCM pressure closure captures the LES vertical profile well535

in the BOMEX case. For the TRMM-LBA case, the pressure gradient profile in the SCM536

represents a much larger momentum sink above the boundary layer compared to the LES.537
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2
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This is primarily due to a discrepancy of the buoyancy profile between the SCM and LES538

results, which leads to a larger sink from the buoyancy perturbation pressure component.539

The EDMF framework represents the heat transport by the mass flux of the co-540

herent updraft wi and the updraft buoyancy bi (neglecting the variance within each up-541

draft) and the diffusive flux in the turbulent environment. Cohen et al. (2020) demon-542

strate a well matched mass-flux profile and 〈w∗θ∗〉 profile at the expense of accurate in-543

dividual profiles of wi and bi. Comparing the pressure gradient profiles as diagnosed from544

(34) (dotted) with that solved from the LES (solid), the former is about twice the mag-545

nitude of the latter. This is due to a considerable drag effect (αd = 10.0). The large546

drag effect is needed as a stabilization requirement (Weller & McIntyre, 2019). Unlike547

for the buoyant bubble, the pressure gradient force for the bulk updrafts in BOMEX and548

TRMM-LBA acts primarily as a momentum sink throughout the column, except at the549

cloud base.550

6 Discussion551

An advantage of the current pressure closure manifests itself when examining the
diurnal cycle of deep convection in SCM simulations and LES. Simulating the diurnal
cycle is a major challenge for many parameterization schemes (Dai & Trenberth, 2004;
Holtslag et al., 2013). Here we show the effect of the length scale used in the denomi-
nator of the pressure drag on the timing of deep convection. When using a fixed scale,
e.g., the updraft radius (Simpson & Wiggert, 1969; Tan et al., 2018), a trade-off arises
between improving the onset timing of convection and improving the cloud top height.
In Tan et al. (2018), the pressure drag term in the i-th subdomain was written as

−

(
∂P †d
∂z

)∗
i

= −αd
(w̄∗i − w̄∗0)|w̄∗i − w̄∗0 |

rd
√
ai

, (39)

where rd = 500 m is the typical distance between neighboring plumes in shallow con-552

vection; thus, rd
√
ai gives a characteristic plume radius. Our derivation indicates that553

the drag effect scales with the vertical scale of the convective system. Figure 7 compares554

the evolution of updraft tops in SCM and LES for the TRMM-LBA case. The SCM sim-555

ulations have fixed coefficients αb = 0.12 and αa = 0.1. We compare the drag term556

in closure (34) with expression (39) as in Tan et al. (2018). The value rd = 500 m re-557

produces shallow convection as in Tan et al. (2018), but it leads to too early onset and558

too low updraft tops for the deep convective case. A simple increase in rd results in a559

universal decrease in the drag contribution and produces higher updraft tops. However,560

this does not solve the problem of the onset timing. Physically, convection in the TRMM-561

LBA case requires a large drag in the early stages, so that convection is not initiated too562

early, and a gradually decreasing drag later, so that convection can grow high enough.563

The height of the updraft top, which arises in the normal mode derivation above, is there-564

fore a natural scale. The timing of the onset and the height of the updraft are both sub-565

stantially improved when using the updraft height as a length scale. The same value of566

αd can be used for both shallow and deep convection.567

The usefulness of the formulations derived from the single-normal mode approx-568

imation is also evident in the rising bubble simulations. We performed a simple sensi-569

tivity test by varying the vertical extent of the bubble (zr) by factors ranging from 0.80570

to 1.20, with intervals of 0.05. We computed mean thermal averages of all properties (e.g.,571

the decomposed pressure gradient force, buoyancy, etc.) for the first 200 s of each sim-572

ulations. Figure 7b and 7c show the H−1 scaling for the dynamic pressure gradient and573

the (1+(H/2R)2)−1 for the virtual mass effect. This is consistent with previous anal-574

yses of distinct thermals in convection (e.g., Romps and Charn (2015)).575

We use the vertical scale H of the updraft as the length scale for the drag term.576

In the buoyancy and the momentum advection terms, it appears in the aspect ratio, H/(2R),577

–24–



manuscript submitted to Journal of Advances in Modeling Earth Systems (JAMES)

as a parameter characterizing the shape of the thermal. The parameters for the buoy-578

ancy and advection terms show a complicated dependency on the shape of the thermal:579

Changing from the 2D box pattern described by trigonometric functions to the 3D ax-580

isymmetric pattern described by Bessel functions, a scaling coefficient is needed in mod-581

ifying the aspect ratio in the formula. Thus, for a more realistic structure, we anticipate582

a more complicated modification will be needed. Instead of seeking the complicated de-583

pendencies on the dimensionless aspect ratio, we make the coefficient for buoyancy em-584

pirical and learn it from data.585

The LES show that the perturbation pressure gradient force is a momentum source586

in the lower half of the bubble and near cloud base levels in moist convection, which en-587

sures the non-divergence property. This can be achieved only through the advection damp-588

ing term. However, its contribution in SCM settings is not as prominent as expected from589

LES diagnostics. In fact, the pair of parameters for the advection damping and the drag590

terms indicates their relative importance in the dynamic pressure gradient. In the moist591

convection experiments, the parameter combination (αa, αd) = (0.1, 10.0) implies a neg-592

ligible contribution from the advection damping term. In the rising bubble experiment,593

by contrast, the advection damping contributes as an important source (Figure 3l) but594

with smaller magnitude compared with the LES results. In fact, the parameterization595

scheme contains multiple closure formula. With a proper choice of other parameters, one596

can manage to run the simulation successfully even without the advection damping term.597

Despite its small contribution as indicated by αa = 0.1, we retain this term in the clo-598

sure formula because it represents essential physics. The current parameter sets used here599

and in the other two companion EDMF papers (Cohen et al., 2020; Lopez-Gomez et al.,600

2020) are obtained through a sequential optimization processes with a limited set of cases.601

We expect to obtain better insights into the parameters with advanced parameter learn-602

ing techniques (Schneider et al., 2017; Cleary et al., 2021) and enlarged datasets (e.g.,603

generated as proposed in Shen et al. (2020)); this is reserved for future work.604

There has been a continuous discussion of the plume-vs-thermal viewpoint for the605

representation of convective systems (Levine, 1959; Simpson et al., 1965; Yano, 2014; Mor-606

rison et al., 2020). Recent studies identify criteria (i.e., updraft width, environmental607

relative humidity, and available potential energy) for the transition between plume-like608

updrafts, thermal-like updrafts, and more complicated updraft structures consisting of609

successive thermals. It has been shown that the updraft structure impacts the patterns610

for the perturbation pressure (Morrison & Peters, 2018; Peters, 2016). Although the so-611

lution derived here is based on the diagnostic Poisson equation and follows from the single-612

normal mode ansatz for buoyancy and velocity, the updraft structure influences the spa-613

tial structure of the perturbation pressure. The EDMF scheme represents the SGS pro-614

cesses inside a grid cell by a turbulent environment and coherent updrafts. We view the615

updrafts as ensembles of discrete thermal bubbles with varying spatial scales and model616

their ensemble effect with the normal mode assumption.617

7 Conclusion618

We have derived an analytical formula for the perturbation pressure for convective619

systems under the assumption of a single-normal mode for individual thermals in a Boussi-620

nesq fluid. Large-eddy simulations show that the normal mode assumption is justified621

both for an idealized thermal bubble and for a composite average over thermal bubbles622

in moist convection. This perturbation pressure formula is essential to make the extended623

EDMF framework a unified parameterization for turbulence and convection across a range624

dynamical regimes. Specifically the pressure closure proposed here plays a key role in625

unifying both shallow and deep convection in a single model. Moreover, the extended626

EDMF framework with this pressure closure reproduces a dry rising bubble benchmark—627

an initial value problem rather than a boundary value problem—that can be consistently628
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simulated only in time dependent parameterizations (Tan et al., 2018; Thuburn et al.,629

2018; Weller et al., 2020).630

The pressure closure derived here consists of three components: a virtual mass term,631

an advection damping term, and a drag term. The virtual mass and drag terms have been632

proposed before (Simpson et al., 1965; de Roode et al., 2012; Siebesma et al., 2007; Tan633

et al., 2018; Han & Bretherton, 2019; Davies-Jones, 2003; Doswell III & Markowski, 2004;634

Jeevanjee & Romps, 2015); they represent momentum sinks. Additionally, the advec-635

tion damping term has proven to be an important momentum source at the bottom of636

convective systems (Schumann & Moeng, 1991; Jeevanjee & Romps, 2015; Morrison, 2016b).637

Simplified expressions capturing it have been suggested before (Peters, 2016), but they638

have not been tested in parameterization schemes. LES confirm the perturbation pres-639

sure as an important momentum source for thermal bubbles as well as in shallow and640

deep moist convection. The advection damping term is important for the dynamics of641

transient convective bubbles, but less so in terms of bulk average properties. This indi-642

cates that inclusion of the advection term may be important for simulating transient pro-643

cesses. The drag term is consistent with previous LES diagnostics (Romps & Charn, 2015).644

Thuburn et al. (2019) and Weller and McIntyre (2019) have additionally shown that it645

is essential for numerical stability of EDMF-like schemes. The key modification in our646

drag formula relative to other parameterizations is to replace the horizontal scale by the647

vertical scale of the updraft. This enables an improved representation of the diurnal cy-648

cle of deep convection.649

An interesting distinction between a rising bubble and a coherent plume is that the650

bubble gets detached from the surface at some point in time. As the discontinuous bot-651

tom of the bubble rises, the perturbation pressure plays a key role as a momentum source652

at the bottom. By contrast, a plume remains continuous from the surface upward and653

does not have a strong momentum source from the perturbation pressure. Mass-flux mod-654

els for clouds and convection are normally designed based on assuming plumes and have655

difficulties simulating a rising bubble. The time-dependent parameterization scheme cir-656

cumvents the distinction between plumes and bubbles (Yano, 2014) and can capture both657

(Weller et al., 2020).658

The extended EDMF scheme has the potential to unify SGS parameterizations of659

turbulence and convection, given proper closures. The pressure closure presented in this660

paper, the entrainment and detrainment closures presented in Cohen et al. (2020), and661

the mixing length closure presented in Lopez-Gomez et al. (2020), allow this parame-662

terization to represent a wide spectrum of different atmospheric boundary layers and con-663

vective motions.664

Appendix A Pressure Work for Environmental TKE665

As assumed in Tan et al. (2018) and Lopez-Gomez et al. (2020), pressure does not
do work on the grid-mean TKE, but rather redistributes TKE between the subdomains,
that is,

−

〈
ρu∗

(
∂P †

∂x

)∗
+ ρv∗

(
∂P †

∂y

)∗
+ ρw∗

(
∂P †

∂z

)∗〉
= 0. (A1)

Following (22) and neglecting covariance terms φ′iψ
′
i except in the environment (i.e., i =

0), the grid-mean flux is decomposed into the ED and MF components

−ρa0

[
w′0

(
∂P †

∂z

)′
0

+ u′0

(
∂P †

∂x

)′
0

+ v′0

(
∂P †

∂y

)′
0

]
−
∑
i:i≥0

ρaiw̄
∗
i

(
∂P †

∂z

)∗
i

= 0. (A2)
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Separating the environmental and plume contributions from the second term, moving
them to the right-hand side and using the relationship

∑
i:i≥0 aiφ̄

∗
i = 0 leads to

− ρa0

[
w′0

(
∂P †

∂z

)′
0

+ u′0

(
∂P †

∂x

)′
0

+ v′0

(
∂P †

∂y

)′
0

]

= ρa0w̄
∗
0

(
∂P †

∂z

)∗
0

+
∑
i:i≥1

ρaiw̄
∗
i

(
∂P †

∂z

)∗
i

= −ρw̄∗0
∑
i:i≥1

ai

(
∂P †

∂z

)∗
i

+
∑
i:i≥1

ρaiw̄
∗
i

(
∂P †

∂z

)∗
i

=
∑
i:i≥1

ρai (w̄∗i − w̄∗0)

(
∂P †

∂z

)∗
i

. (A3)

Appendix B Single-Normal Mode Solution for Axisymmetric Ther-666

mals667

In the axisymmetric cylindrical coordinate system, the mass continuity equation
is

∂(ur)

∂r
+
∂(wr)

∂z
= 0, (B1)

where r and u denote the radial direction originating from the thermal’s central axis and668

the radial velocity, z and w denote the vertical direction and vertical velocity.669

The pressure Poisson equation in the axisymmetric cylindrical coordinate system
is

∇2
r,zP

† =
∂b

∂z
−

[(
∂u

∂r

)2

+
(u
r

)2

+

(
∂w

∂z

)2
]
− 2

∂u

∂z

∂w

∂r
. (B2)

Using the mass continuity equation, it simplifies to

∇2
r,zP

† =
∂b

∂z
− 2

[(
∂w

∂z

)2

+
∂u

∂z

∂w

∂r
− u

r

∂u

∂r

]
, (B3)

where

∇2
r,z =

1

r

∂

∂r
r
∂

∂r
+

∂2

∂z2
.

The perturbation pressure potential is decomposed into the sum of buoyancy and dy-
namic perturbation pressure, i.e., P † = Pb + Pd such that

∇2
r,zPb =

∂b

∂z
,

∇2
r,zPd =− 2

[(
∂w

∂z

)2

+
∂u

∂z

∂w

∂r
− u

r

∂u

∂r

]
.

(B4)

For an axisymmetric thermal bubble, a trigonometric basis is used for the verti-
cal wave structure, as for the 2D derivation, while Bessel functions of the first kind Jα(·)
are used for the horizontal structure, to exploit eigenfunctions of the Laplacian opera-
tor (Holton, 1973). That is

b = bA sin(mz)J0(kbr),

w = wA sin(mz)J0(kwr),

u = uA cos(mz)J1(kwr),

(B5)
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where m = πH−1 is the vertical wavenumber, and kb = 2.4R−1 ensures kbR is the first
zero of the Bessel function, J0(kbR) = 0. The parameter R is the boundary for the ther-
mal where buoyancy switches sign. Meanwhile, the flow satisfies a free-slip boundary con-
dition at the thermal edges (where J1(kwR) = 0), which gives kw = 3.83R−1. Then,
combining (B1) and (B5), with the identities of Bessel functions ( d

dx [xJ1(x)] = xJ0(x)
and d

dxJ0(x) = −J1(x)), gives
kwuA +mwA = 0, (B6)

which is essential for simplifying the following derivation. The buoyancy and velocity struc-670

tures of the axisymmetric thermal are shown in the bottom row of Figure 1.671

B1 Buoyancy Perturbation Pressure672

The buoyancy perturbation pressure satisfies

∇2
r,zPb = mbA cos (mz)J0(kbr). (B7)

With the eigenfunction ansatz, this can be solved to give

Pb = − m

m2 + k2
b

bA cos (mz)J0(kbr), (B8)

which gives the buoyancy perturbation pressure gradient as

∂Pb

∂z
=

m2

m2 + k2
b

bA sin (mz)J0(kbr) =
1

1 + ( 4.8
π

H
2R )2

b. (B9)

The buoyancy perturbation pressure gradient for a 3D thermal is[
1 +

(
4.8

π

H

2R

)2
]−1

b, (B10)

which reaches the same formulation as the single-normal mode solution derived in Morrison673

(2016b).674

Similar to the 2D thermal, applying the conditional average over all the 3D ther-
mals within the i-th subdomain yields

−
(
∂Pb

∂z

)∗
i

=

N∑
j=1

− 1

1 +
(

4.8
π

Hj

2Rj

)2 ηb̄
∗
i = −η arctan

(
4.8

π

H

2R

)
b
∗
i . (B11)

B2 Dynamic Perturbation Pressure675

In cylindrical coordinates, the dynamic pressure includes a third term arising from
the curvature of the coordinate system. The expansion of the dynamic perturbation pres-
sure is done separately for each of the three terms, as follows:(

∂w

∂z

)2

= (mwA cos (mz)J0(kwr))
2

=
m2

2
w2
A (1 + cos (2mz)) J2

0 (kwr),

(B12)

∂u

∂z

∂w

∂r
= [−muA sin (mz)J1(kwr)] [wA sin (mz) (−kwJ1(kwr))]

=mkwuAwA sin2mzJ2
1 (kwr)

=− m2

2
w2
A (1− cos (2mz)) J2

1 (kwr),

(B13)
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−u
r

∂u

∂r
=−

[uA
r

cos (mz)J1(kwr)
] [
uA cos (mz)

(
kwJ0(kwr)−

J1(kwr)

r

)]
=− u2

A

2
(1 + cos (2mz))

(
kwJ0(kwr)J1(kwr)

r
− J2

1 (kwr)

r2

)
.

(B14)

Using these expansions, the Poisson equation for dynamic perturbation pressure
can be written as

∇2
r,zPd =− 2

[(
∂w

∂z

)2

+
∂u

∂z

∂w

∂r
− u

r

∂u

∂r

]
=−m2w2

A (1 + cos (2mz)) J2
0 (kwr) +m2w2

A (1− cos (2mz)) J2
1 (kwr)

+ u2
A (1 + cos (2mz))

(
kwJ0(kwr)J1(kwr)

r
− J2

1 (kwr)

r2

)
=−m2w2

AJ
2
0 (kwr)−m2w2

A cos (2mz)J2
0 (kwr) +m2w2

AJ
2
1 (kwr)−m2w2

A cos (2mz)J2
1 (kwr)

+m2w2
A (1 + cos (2mz))

[
J0(kwr)J1(kwr)

kwr
− J2

1 (kwr)

k2
wr

2

]
.

(B15)
Dividing both sides by m2w2

A and re-organizing the right-hand-side terms simplifies (B15)
into

∇2
r,z

Pd

m2w2
A

=

−J2
0 (kwr) + J2

1 (kwr) +

[
J0(kwr)J1(kwr)

kwr
− J2

1 (kwr)

k2
wr

2

]
︸ ︷︷ ︸

A′


︸ ︷︷ ︸

A

+ cos (2mz)

(
−J2

0 (kwr)− J2
1 (kwr) +

[
J0(kwr)J1(kwr)

kwr
− J2

1 (kwr)

k2
wr

2

])
︸ ︷︷ ︸

B

.

(B16)
Term A′ comes from 1

x
d
dxx

d
dxJ

2
1 . Similarly, 1

x
d
dxx

d
dx operating on J2

0 and J2
1 also gives676

J2
0 and J2

1 terms. However, J2
0 and J2

1 are not orthogonal functions. With the orthog-677

onality properties of Bessel functions of the same order, we will perform a Fourier-Bessel678

series expansion using the zeroth order Bessel functions as basis.679

We expand term A in (B16) into Fourier-Bessel series as

g(x) = −J2
0 (x) + J2

1 (x) +

[
J0(x)J1(x)

x
− J2

1 (x)

x2

]
=

∞∑
n=1

cn,gJ0

(u0,n

b
x
)
, (B17)

where x = kwr and b ≈ 4.6317 gives g(b) = 0; u0,n is the n-th root for J0(x) = 0, and680

cn,g is the expansion coefficients calculated as681

cn,g =

∫ b
0
xg(x)J0(u0,nx/b)dx

0.5[bJ1(u0,n)]2
. (B18)

We then write term B in (B16) as

h(x) = −J2
0 (x)− J2

1 (x) +

[
J0(x)J1(x)

x
− J2

1 (x)

x2

]
, (B19)

and let
h̃(x) = h(x)− h(b), (B20)
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so that h̃(b) = 0, and we can expand h̃(x) into Fourier-Bessel series in the same inter-
val [0, b] as for g(x). The transformation in (B20) makes sure terms A and B are expanded
to orthogonal basis in the same interval, that is

h(x) = h(b) + h̃(x) = h(b) +

∞∑
n=1

cn,hJ0

(u0,n

b
x
)
, (B21)

where x = kwr, b, and u0,n are the same as in the g(x) expansion, and cn,f is the co-
efficient for the Fourier-Bessel expansion for h̃,

cn,h =

∫ b
0
xh̃(x)J0(u0,nx/b)dx

0.5[bJ1(u0,n)]2
. (B22)

Substituting A and B in (B16) by (B17) and (B21), the Fourier-Bessel expansion
of the Poisson equation becomes

∇2
r,z

Pd

m2w2
A

=g(kwr) + cos (2mz)h(kwr)

=

∞∑
n=1

cn,gJ0

(u0,n

b
kwr

)
+ cos (2mz)

[
h(b) +

∞∑
n=1

cn,hJ0

(u0,n

b
kwr

)]
.

(B23)

Similar to the 2D derivation, we use an ansatz for Pd/(m
2w2

A) of

Pd
m2w2

A

=

∞∑
m=1

GnJ0

(u0,n

b
kwr

)
+cos (2mz)

∞∑
m=1

HnJ0

(u0,n

b
kwr

)
+X cos (2mz)+Fz, (B24)

where Gn, Hn, and X need to be solved for by combining (B24) and (B23); F corresponds682

to the drag coefficient and is obtained in the same way as the 2D case.683

Taking the Laplacian of (B24) gives

∇2
r,z

Pd
m2w2

A

=

∞∑
n=1

Gn

[
−
u2

0,n

b2
k2
w

]
J0

(u0,n

b
kwr

)
+ cos (2mz)

( ∞∑
n=1

Hn

[
−
u2

0,n

b2
k2
w

]
J0

(u0,n

b
kwr

))

− 4m2 cos (2mz)

∞∑
m=1

HnJ0

(u0,n

b
kwr

)
− 4m2X cos (2mz).

(B25)
With the orthogonality between J0(

u0,n

b kr) and J0(
u0,m

b kr) m 6= n, the coefficients are
obtained from

−
u2

0,n

b2
k2
wGn =cn,g,

−
u2

0,n

b2
k2
wHn − 4m2Hn =cn,h,

−4m2X =h(b),

(B26)

as

Gn =− b2cn,g
u2

0,nk
2
w

,

Hn =− b2cn,h
u2

0,nk
2
w + 4m2b2

,

X =− h(b)

4m2
,

(B27)

where cn,g and cn,h are obtained from the orthogonality of J0 as in (B18) and (B22), and684

h(b) ≈ −0.1394.685
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The drag term F is obtained in the same way as the 2D case. We have∫ 2π

0

dθ

∫ R

0

ρ[Pd +
1

2
w2]z=Hz=0 rdr =

1

2
ρAcdw

2
r (B28)

where A = πR2, and it solves

F =
1

2
cd
w2
r

H
. (B29)

We obtain the vertical gradient of dynamic perturbation pressure as

−∂Pd
∂z

=2m3w2
A sin (2mz)

∞∑
m=1

HnJ0(
u0,n

b
kr)− h(b)

2
mw2

A sin (2mz)− F

=4m2wA sin (mz)
d

dz
[wA sin (mz)]

∞∑
m=1

HnJ0(
u0,n

b
kwr)− h(b)wA sin (mz)

d

dz
[wA sin (mz)]− F.

(B30)

To implement the perturbation pressure in the EDMF scheme, we perform a con-
ditional average by applying

N∑
j=1

1

πR2
j

∫ 2π

0

dθ

∫ Rj

0

(·)rdr

on (B30):

−
(
∂Pd
∂z

)
i

= Γ(m, kw)wi
dwi
dz
− αd

(wi − w0)|wi − w0|
Hi

. (B31)

Here, the coefficient for the advective term,

Γ(k,m) =

N∑
j=1

1

πR2
j

∫ 2π

0

dθ

∫ Rj

0

(
4γ2m2

j

∞∑
m=1

HnJ0

(u0,n

b
kw,jr

))
rdr − h(b),

has a complicated dependence on k and m and the Fourier-Bessel series coefficients Hn686

from (B27).687

The 3D analytical solution (B11) and (B31) demonstrates the same combination688

of physical contributions to the perturbation pressure gradient force for the vertical mo-689

mentum as the 2D solution. The parameters used in the scheme differ between 2D and690

3D and are best learned empirically from data.691

Appendix C A Multi-mode Representation for Thermals692

The single-normal mode approximation aims to describe the pressure field inside693

a thermal. In atmospheric flow, convection is driven by a multitude of short-lived suc-694

cessive thermals that are represented in aggregate as towering updraft systems (e.g., Moser695

and Lasher-Trapp (2017), Morrison et al. (2020)).696

In the single-normal mode framework, the spatial structure of an aggregate of ther-
mal bubbles of different horizontal scales Ri and vertical scales Hi, centered at the cen-
troid of the thermal, is

b =

N∑
i=1

bA,i cos (miz) cos (kb,ix)hb(Ri, Hi),

w =

N∑
i=1

wA,i cos (miz) cos (kw,ix)hb(Ri, Hi).

(C1)

Here, hb is defined as the product of Heaviside functions h(·)

hb(Ri, Hi) = h(R2
i − x2)h(H2

i − 4z2), (C2)
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and (x = 0, z = 0) is the centroid of the thermal. Note that this frame of reference is
different from the one used in (6) to facilitate the composite analysis of multi-thermals
with respect to their centroids. Also note that hb is zero outside the thermal bubble. This
yields the buoyancy perturbation pressure

Pb =

N∑
i=1

mi

m2
i + k2

b,i

bA,i sin(miz) cos(kb,ix)hb(Ri, Hi), (C3)

and the dynamic perturbation pressure

Pd =

N∑
i=1

[
−
w2
A,i

4
cos (2miz) +

m2
iw

2
A,i

4k2
w,i

cos (2kw,ix)
]
hb(Ri, Hi) + Fz. (C4)

Thus, the vertical gradients are

−∂Pb

∂z
=−

N∑
i=1

m2
i

m2
i + k2

b,i

bA,i cos(miz) cos(kb,ix)hb(Ri, Hi),

−∂Pd

∂z
=

N∑
i=1

wA,i cos (miz)
d

dz
[wA,i cos (miz)]hb(Ri, Hi)− cd

w2
r

H
.

(C5)

In (C5), wr and H represent the relative vertical velocity and height of the whole697

ensemble, respectively. Figure C1 sketches the buoyancy, velocity, and perturbation pres-698

sure patterns for an ensemble of 4 thermals with varying Ri but with the same Hi =699

H. The perturbation pressure structure here is consistent with the patterns shown in700

the idealized simulations in Morrison (2016b).701
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