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Abstract

Instrumentally measurable earthquake precursors are derived by considering earthquakes as a phase transition in cellular

automaton. The existence of the phase transition in CA-184 is implied by considering the space-time diagram of the CA-

184 as the worldsheet of the Polyakov action in string theory. The CA-184 is the rule-184 cellular automaton (CA), which

is a special case of Burgers cellular automaton (BCA) rigorously derived through transforming the one-dimensional Burgers

equation. Then, $p$-CA-184, the CA-184 with probabilistic fluctuation and $p$-BCA, the BCA with probabilistic fluctuation,

are associat-ed with the earthquake. The Fourier transforms of $p$-CA-184 and $p$-BCA dynamics near the phase transition

reproduce the Fourier transforms of the ground vibration data before and after the earthquake, respectively. Consequently, we

consider an earthquake as the phase transition of CA-184. Two precursors of the phase transition of the CA-184, therefore

the earthquake precursors, are derived with $p$-CA-184 by introducing the Gumbel distribution defined in the framework of

extreme value theory. To evaluate the pre-cursors, the ground vibration data measured at three locations over a period of

approxi-mately 10 years has been investigated. One of the derived precursors is observed before every studied earthquake with

seismic intensity greater than 4, and the other precursor is observed selectively before the large earthquake of magnitude 9.

Furthermore, the two pre-cursors calculated for different frequencies and time scales are observed at similar timing before the

magnitude 9 earthquake. The phase transition model of earthquakes provides the practical and reliable earthquake prediction

method.
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Abstract11

Instrumentally measurable earthquake precursors are derived by considering earth-12

quakes as a phase transition in cellular automaton. The existence of the phase transi-13

tion in CA-184 is implied by considering the space-time diagram of the CA-184 as the14

worldsheet of the Polyakov action in string theory. The CA-184 is the rule-184 cellular15

automaton (CA), which is a special case of Burgers cellular automaton (BCA) rigorously16

derived through transforming the one-dimensional Burgers equation. Then, p-CA-184,17

the CA-184 with probabilistic fluctuation and p-BCA, the BCA with probabilistic fluc-18

tuation, are associated with the earthquake. The Fourier transforms of p-CA-184 and19

p-BCA dynamics near the phase transition reproduce the Fourier transforms of the ground20

vibration data before and after the earthquake, respectively. Consequently, we consider21

an earthquake as the phase transition of CA-184. Two precursors of the phase transi-22

tion of the CA-184, therefore the earthquake precursors, are derived with p-CA-184 by23

introducing the Gumbel distribution defined in the framework of extreme value theory.24

To evaluate the precursors, the ground vibration data measured at three locations over25

a period of approximately 10 years has been investigated. One of the derived precursors26

is observed before every studied earthquake with seismic intensity greater than 4, and27

the other precursor is observed selectively before the large earthquake of magnitude 9.28

Furthermore, the two precursors calculated for different frequencies and time scales are29

observed at similar timing before the magnitude 9 earthquake. The phase transition model30

of earthquakes provides the practical and reliable earthquake prediction method.31

1 Introduction32

The earthquake prediction with the specified time, location and magnitude has been33

studied for over 100 years without successfully generating the publicly acceptable pre-34

diction method (Geller, 1997). The difficulty in the theoretical earthquake model con-35

stituting springs, mass and friction is that no practically effective measurement meth-36

ods exist for acquiring the friction data which are complex and heterogeneously distributed37

on the earth. The empirical earthquake predictions are believed to be untrustworthy since38

many of the claimed precursors are observed after earthquakes and since they do not link39

to physical reasoning. There is a negative opinion that the earthquake prediction is in-40

trinsically impossible since the earth is in a state of self-organized criticality, in which41

any small earthquake possibly results in a large earthquake through cascading.42

In this paper, we propose the theoretical earthquake model, which involves no me-43

chanical parameters such as spring, mass or friction, for deriving the measurable earth-44

quake precursors, instead of building the model for simulating the earthquake itself. The45

rest of this paper is organized as follows: We firstly review the mathematical formalism,46

on the Burgers cellular automaton (BCA) obtained by transforming the one-dimensional47

Burgers equation, its special case CA-184, which is the rule-184 cellular automaton (CA),48

and their stochastic extensions. Secondly, the existence of the phase transition in CA-49

184 is shown. Thirdly, p-CA-184 and p-BCA, which are respectively CA-184 with prob-50

abilistic fluctuation and BCA with probabilistic fluctuation, have been related to the ground51

vibration near earthquakes. Then, we consider an earthquake as the phase transition of52

the CA-184. Fourthly, the precursor of the phase transition, therefore of the earthquakes,53

is derived by introducing Gumbel distribution applied to the output of the p-CA-184 cal-54

culation. Finally, in order to confirm the reliability of the derived earthquake precursors,55

the precursors have been searched for in the ground vibration data measured at three56

locations over a period of approximately 10 years.57
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2 Mathematical formalism58

The CA-184 and the BCA are briefly reviewed at first. Secondly, p-CA-184 and p-59

BCA which are the probabilistic extension of CA-184 and BCA are defined. Then, in60

order to discuss the motion and the entropy of CA-184, Nambu-Goto action and Polyakov61

action in string theory are introduced. In discussing string theory, we focus on the for-62

malism of the variational principle, rather than on the physical contents. The variational63

principle states that the object moves in the way that the action (S) is minimized, and64

therefore in the way that the variational of the action becomes zero (δS = 0). The equa-65

tion of motion is resulted as the condition for the δS = 0. In the review of the Con-66

formal Field Theory (CFT), the central charge is in presence in the conformal transfor-67

mation of the stress-energy tensor which is the variational of the action with respect to68

the metric. The relation between central charge and entropy is explained at the end of69

this section.70

2.1 CA-184 and BCA (Nishinari & Takahashi, 1999)71

BCA which includes CA-184 has been derived from Burgers equation through dif-72

ference Burgers equation. The results are described below:73

dv

dt
= 2v

dv

dx
+
d2v

dx2
Burgers equation (1)

where v, t and x denote real variable, time and space.74

ut+1
j = utj−1 +

1 + 1−2δ
cδ utj + 1

c2u
t
ju
t
j+1

1 + 1−2δ
cδ utj−1 + 1

c2u
t
j−1u

t
j

Difference Burgers equation (2)

where δ = ∆t/(∆x)2. The natural numbers t and x denote respectively time and space,75

and c is a real constant. Substituting utj/c = e∆xv ' 1 + ∆xv + (∆xv)2/2, we obtain76

Eq. (1) from Eq. (2).77

BCA is obtained by discretizing the dependent variable u in Eq. 2, which is called78

‘ultradiscretization’:79

U t+1
j = U tj +min(M, U tj−1, L− U tj )−min(M, U tj , L− U tj+1) BCA (3)

where U, M, andL are integer. In the case that L = 1 ≤M , CA-184 is obtained:80

U t+1
j = U tj +min(U tj−1, 1− U tj )−min(U tj , 1− U tj+1) CA− 184 (4)

CA-184 which is frequently introduced for modeling traffic jams is the one-dimensional81

array of cells, each containing 0 or 1. The time evolution of the cells, which depends only82

on the cells on both side of it, follows the rule-184:83

U tj−1U
t
jU

t
j+1

U t+1
j

=
111

1
,

110

0
,

101

1
,

100

1
,

011

1
,

010

0
,

001

0
,

000

0
(5)

where t and j are natural numbers, indicating time and space, respectively. The denom-84

inator U t+1
j , the value of the cell at the (time, space) = (t+1, j), is determined by the85

numerator U tj−1U
t
jU

t
j+1, the sequence of three binary numbers at time t. The rule-18486
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states that when there is the sequence 10 at time t, it will become 01 at time t+1. In87

the other words, assuming 0 and 1 denote empty cell and occupied cell respectively, if88

there is an empty cell on the right side at t, the empty cell will be occupied at t+1. There-89

fore, the occupied cells move to the right as time passes. There are eight possible time90

evolution patterns as shown in the righthand side of Eq. (5). The binary number 1011100091

obtained by arranging the denominators in order is 184 in decimal notation, which is the92

origin of the name rule-184.93

2.2 p-CA-184 and p-BCA : CAs with probabilistic fluctuations94

Probabilistic fluctuation needs to be introduced in CA for expressing the complex95

phenomena such as ground vibration on the earth. Introducing the moving probability96

p, the rule-184 (Eq. (5)) can be rephrased that if there is a sequence 10 in the numer-97

ator at time t, then with probability p = 1, the sequence become 01 at time t+1. Ex-98

tending the probability p to an arbitrary real number, p-CA-184 is defined as the fol-99

lowing: if there is a sequence 10 in the numerator at time t, then with probability p, the100

sequence become 01 at time t+1. In the other words, when p-CA-184 advances, it ad-101

vances with probability p. The CA-184 with the moving probability p is called Asym-102

metric Simple Exclusion Process (ASEP). However, ASEP is referred to as p-CA-184 in103

this paper since p represents the state in the phase transition process described in the104

later sections.105

With reference to Eq. (5), the advancing conditions for p-CA-184 are:106

U tj−1U
t
jU

t
j+1

U t+1
j

=
110

0
,

101

1
,

100

1
,

010

0
(6)

which is equivalent to107

U t+1
j 6= U tj (7)

With reference to this advancing condition as well as Eq. (3) and Eq. (4), the protocols108

of p-CA-184 and p-BCA are defined as the following:109

p− CA− 184 :

If U t+1
j 6= U tj , then ,

U t+1
j = U tj +min(U tj−1, 1− U tj )−min(U tj , 1− U tj+1) with probability = p , and

U t+1
j = U tj with probability = 1− p . (8)

p−BCA :

If U t+1
j 6= U tj , then ,

U t+1
j = U tj +min(M, U tj−1, L− U tj )−min(M, U tj , L− U tj+1) with probability = p , and

U t+1
j = U tj with probability = 1− p . (9)

2.3 Namb-Goto and Polyakov action (Polchinski, 1998)110

Nambu−Goto action which is proportional to the area of worldsheet that is the111

trajectory of an object, and its convenient form, Polyakov action, are described respec-112

tively in Eq. (10) and Eq. (11).113

–4–
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Nambu−Goto action :

SNG = −T
∫
M

dA

dA = dτdσ(−γ)1/2 ; γ = det γab (10)

Polyakov action :

Sp = −T
2

∫
M

dτdσ(−h)1/2habGab

Gab = gγλ∂aX
γ∂bX

λ

hab = hab(τ, σ) =

(
1 0
0 −1

)
, gνµ =

(
1 0
0 −1

)
hab(−h)−1/2 = γab(−γ)−1/2 (11)

where T , M , A denote constant, worldsheet, and area of worldsheet, respectively. γab114

and hab are worldsheet metrics of which determinants are respectively γ and h. gνµ is115

the metric on X which specifies the position of a point on a string in two-dimensional116

space-time . The matrix representation of the metric hab indicates that the worldsheet117

is defined in Minkowski space. The subscripts a, b, ν and µ are 0 or 1. The parameters118

ξ1 = σ and ξ0 = τ are indexes respectively on a string and on a trajectory of the string.119

The string parametrized by σ moves in the two dimensional space-time (X0(τ, σ) = time, X1(τ, σ) =120

space), and the trajectory of the string forms the worldsheet described with the param-121

eters τ and σ (Fig. 1). The formulae follow the Einstein summation convention. The par-122

tial derivative is described as ∂a=∂/∂xa.123

Figure 1: Worldsheet. The
string is spanned along σ (solid
line) at time τ . The time axis
is shown by the dashed lines.

Polyakov action remains constant over changing the parameter τ and σ, which do124

not have physical meanings. Therefore, the variational of Sp with respect to Xγ(τ, σ)125

is zero, resulting in the equation of motion or Euler-Lagrange equation of the string. The126

string motion is governed by the wave equation.127

δSp
δXγ

= 0 ⇒
(
∂2

∂τ2
− ∂2

∂σ2

)
Xγ = 0 Wave equation

(∂τ − ∂σ)Xγ = 0 Right going traveling wave

(∂τ + ∂σ)Xγ = 0 Left going traveling wave (12)

–5–
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where δ denotes variational. The Stress-energy tensor T ab which is involved in discussing128

entropy is defined as the quantity proportional to the variational of Sp with respect to129

the metric hab.130

T ab(τ, σ) ≡ −4π√
−h

δSp
δhab

Stress− energy tensor

Tab(τ, σ) = T

(
Gab −

1

2
habG

c
c

)
=

(
T00 T01

T10 T11

)
(13)

where T00 = T11 = Ẋ2 + X ′2=(∂Xµ/∂τ)(∂Xµ/∂τ) + (∂Xµ/∂σ)(∂Xµ/∂σ) and T01 =131

T10 = 2Ẋ ·X ′=2(∂Xµ/∂τ)(∂Xµ/∂σ).132

2.4 Conformal Field Theory (Polchinski, 1998)133

In order to discuss entropy associated with Conformal Field Theory (CFT), the wave134

equation (Eq. (12)) and the stress-energy tensor (Eq. (13)) are transformed from Minkowski135

space-time (τ, σ) to Euclidean space-time (σ0, iσ1), then to the two-dimensional com-136

plex plane (ω, ω) = (σ0 + iσ1, σ0 − iσ1):137

∂ω ∂ωX
µ = 0 Equation of motion (14)

∂ωX
µ is holomprphic (left−moving), function of ω

∂ωX
µ is antiholomprphic (right−moving), function of ω

T (ω ω) =

(
T (ω) 0

0 T (ω)

)
Stress− energy tensor (15)

T (ω) = Tω ω =
1

2T
(T00 + T01) = 2gµν∂ωX

µ∂ωX
ν

T (ω) = Tω ω =
1

2T
(T00 − T01) = 2gµν∂ωX

µ∂ωX
ν

where Tω ω and Tω ω are respectively holomprphic and antiholomprphic, from Eq. (14).138

Central charge is involved in the conformal transformation of the stress-energy ten-139

sor from (z = exp(ω), z = exp(ω)) space-time to (ω, ω) space-time:140

T (ω) =

(
∂ω

∂z

)−2 [
T (z)− cc

12
{ω; z}

]
=

(
∂ω

∂z

)−2

T (z)− cc

24
; cc : Central charge

{ω; z} =
1

(∂zω)
2

[
(∂zω)

(
∂3
zω
)
− 3

2

(
∂2
zω
)2]

; Schwarzian (16)

where T (ω) and T (z) are respectively Tω ω and Tz z. The similar transformation with the141

central charge replaced by cc which may not be equal to cc holds for the antiholomor-142

phic functions T (ω) and T (z). The Tz z does not transform as a tensor since it contains143

the additional term including the central charge. Direct calculations show that the Schwarzian144

derivative of any Möbius transformation g(z) = (a′z + b′)/(c′z + d′) is zero.145

{
a′z + b′

c′z + d′
; z

}
= 0 ; a′, b′, c′, and d′ are constant (17)

–6–
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2.5 Entropy of the Conformal Field Theory146

The central charge in the CFT is related to the thermodynamic entropy of a black147

hole (Carlip, 1999):148

Entropy = log ρn = 2π

√
ccL0

6
∝
√
cc

(18)

where ρn is number of states. L0 and the central charge cc are real positive numbers.149

L0 is associated with the eigenstate with eigenvalue zero. Lm is known as Virasoro gen-150

erator which spans Virasoro algebra (Polchinski, 1998):151

Lm =
1

2πi

∮
dz zm+1Tzz(z)

[Lm, Ln] = (m− n)Lm+n +
cc

12
(m3 −m)δm,−n V irasoro algebra (19)

The equation of the entropy for the antiholomorphic terms is obtained from Eq. (18) by152

substituting cc with cc and L0 with L0 which is associated with Tz z and z (Carlip, 2000).153

Here, we avoid arguing whether a black hole is equivalent to an earthquake. Rather, we154

agree that the CFT is linked to the thermodynamic entropy of the physical system, and155

that the entropy is proportional to the square root of the central charge.156

2.6 Gumbel distribution157

The Gumbel distribution G0(x′) (Charras-Garrido & Lezaud, 2013), its linearized158

form applied to the fitting of the measured data, and the probability density function159

g0(x′), which is the derivative of the G0(x′), are as follows:160

G0(x′) = exp
(
−e−x

′
)

Gumbel distribution , x′ : Stochastic variable

−log (−log(G0(x′))) =
1

η
x′ − λ

η
, η andλ : constants

1

η
: Gradient

−λ
η

: y − intercept

g0(x′) = exp
(
−x′ − e−x

′
)

Probability density function (20)

The protocol example for obtaining the Gumbel distribution G0(x′), which is the161

cumulative distribution, is shown in Table 1. Fill the table one by one from left to right162

to obtain G0(x′). Once the G0(x′) is obtained, the gradient 1/η, y-intercept −λ/η, and163

the square of the Pearson’s correlation coefficient r (Egghe, L. & Leydesdorff, L., 2009)164

are obtained through the regression analysis. In Table 1, Class(j), ωj , and x′j are re-165

spectively the row index, the data interval, and the mean of the two numbers of the ωj .166

The number of the interval is assumed to be 40, and all data are assumed to be greater167

than -2.0 and less than or equal to 2,0. Nj is the number of data assumed to be included168

in the interval ωj . Nsj is the cumulative sum. G0(x′) is obtained by dividing the Nsj169

by the (Ntotal + 1) that is the total number of data plus one.170

–7–
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Table 1: Cumulative distribution G0(x′j). The procedure of calculating the
cumulative distribution is explained with the detail example.

Class(j) ωj x′j Nj
∑j
i=1Ni ≡ Nsj G0(x′j) ≡ Nsj/(Ntotal + 1)

1 (−2.0,−1.9] −1.95 2 2 2/(Ntotal + 1)
2 (−1.9,−1.8] −1.85 3 5 5/(Ntotal + 1)
...

...
...

...
...

...
40 (1.9, 2.0] 1.95 1 Ntotal Ntotal/(Ntotal + 1)

3 Existence of phase transition in CA-184171

The Lagrangian of CA-184 with periodic boundary conditions is related to the Polyakov172

action of string theory in which Conformal Field theory is related to the entropy of phys-173

ical systems. Then, the number of states, of which logarithm is entropy, is counted at174

the phase transition and its neighborhood, of the CA-184. If there is a discontinuous en-175

tropy decrease, which indicates an abrupt ordering, then a phase transition probably ex-176

ists.177

3.1 Periodic CA-184178

The CA-184 with ten cells and with periodic boundary condition in space is con-179

sidered. The boundary conditions are determined by applying the rule-184 to U t10U
t
1U

t
2/U

t+1
1180

and U t9U
t
10U

t
1/U

t+1
10 . The periodic boundary condition represents the stick-slip motion181

that is thought to exist between two crustal plates. After large t, the periodicity in space182

yields the periodicity in time in the CA, so that the CA is represented by the area of 10183

time-steps by 10 space-steps with the periodic boundary conditions both in time and space.184

If we consider the integer 1 as an object, and consider the trajectory of the integer as185

the worldsheet, the worldsheet is stable in time (Fig. 2).186

Figure 2: CA-184 worldsheets. The blue cells and the white cells indicate respec-
tively U ji = 1 and U ji = 0. tj and xi are respectively discretized time and discretized
space. ρ is the cell density which is the number of the occupied cell divided by 10,
the total number of the cell. (a) Periodicity in time. Since U17

x =U7
x , the blue-white

pattern between j = 7 and j = 16 will be repeated after j = 17. (b) CA-184 with
ρ = 0.1. (c) ρ = 0.2. (d) ρ = 0.3. (e) ρ = 0.4. (f) ρ = 0.5. (g) ρ = 0.6. (h) ρ = 0.7. (i)
ρ = 0.8. (j) ρ = 0.9.

–8–
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3.2 Implication from string theory187

If the area of the time stable worldsheet of the CA-184 is considered to be the area188

of the worldsheet in the Polyakov action in Eq. (11), δSp = 0 is guaranteed since the189

worldsheet is stable. Then, the equation of motion (Eq. (14)), the stress-energy tensor190

(Eq. (15)), the conformal transformation (Eq. (16)) and the entropy (Eq. (18)) describe191

the properties of the CA-184. Here, the worldsheet Xλ(τ, σ) is assumed to be the con-192

tinuous representation of the repeating area of the x− t diagram of the CA-184 (Fig.193

2). The details of the worldsheet such as the composition points of the strings or the elas-194

tic property of the strings are disregarded. It needs to be noted that holomorphic and195

antiholomorphic functions are independently defined in the four equations. For simplic-196

ity in defining the domain of those functions, σ0 ≥ 0 and σ1 > 0 are assumed in ω =197

σ0 + iσ1 and in ω = σ0− iσ1 so that ω and ω are defined in upper and lower halves of198

the complex plane, respectively.199

From the discussions above, with respect to the CA-184 associated with the Polyakov200

action, the left-moving motion and the entropy ≥ 0 exist in the upper half of the com-201

plex plane (ω domain), and the right-moving wave and the entropy ≥ 0 exist in the lower202

half (ω domain).203

Now, we paS4y attention to the domain between ω and ω that is the real axis. On204

the real axis, if we consider the infinitesimal transformation ω = σ0 ' 0, then z =205

eω ' 1+ω, or ω ' z−1 that is the Möbius transformation of (a′, b′, c′, d′) = (1,−1, 0, 1).206

As it is discussed, for a Möbius transformation, the central charge term becomes zero207

in Eq. (16), and the stress-energy tensor behaves like a tensor in the conformal trans-208

formation from (z = exp(ω), z = exp(ω)) to (ω, ω). Consequently, the entropy which209

is related to the central charge term is zero on the real axis, which implies that greater210

ordering occurs at the real axis than the surrounding domains. The discontinuous de-211

crease of entropy occurred at the domain between the right-moving domain and the left-212

moving domain suggests the phase transition.213

3.3 S4 symmetry in the periodic CA-184214

The checkerboard pattern of the repeating unit of the periodic CA-184 is invari-215

ant with respect to the S4 symmetry operation which combines a reflection and a rota-216

tion (Fig. 3). In the case of the cell density ρ = 0.4 (Fig. 3 (a), (b) and (c)), starting217

from the initial pattern, the 90 degrees rotation clockwise with respect the origin of the218

xi− tj coordinate system, followed by the reflection with respect to the tj axis at x10219

results in the initial pattern. The operation is equivalent to the coordinate transforma-220

tion (x, t)→ (x′, t′) = (−t, −x). The Burgers equation (Eq. (1)), which includes CA-221

184, needs to be satisfied in the (x′, t′) coordinate system.222

Consider the Burgers equation (Eq. (21)) in the coordinate system (x, t) and the223

same equation in the (x′, t′) = (−t, −x) coordinate system. By direct calculation, the224

conditions for simultaneously satisfying those two equations are found to be v0 = 1/2225

and v = v(x−2v0t+c), or v = v(x−t+c). The v = v(x−t+c) is the right-going trav-226

eling wave since v = v(0) along the line x−t+c = 0 or t = x+c. This result is consis-227

tent with the checkerboard pattern in Fig. 3 (g), where the blue cells align along the dashed228

line tj = xi + c so that the motion of the cell is the right-going traveling wave. From229

the above discussion and Fig. 2, the motion of the cell is right-going traveling wave not230

only for the cell density ρ = 0.4, but also for ρ < 0.5 in which the blue cells align along231

the line tj = xi + c.232

dv

dt
= 2v0

dv

dx
+
d2v

dx2
, v0 : constant (21)

–9–
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Figure 3: S4 CA-184. The blue cells and the white cells indicate respectively U ji = 1

and U ji = 0. tj and xi are respectively discretized time and discretized space. (a), (b)
and (c) Checkerboard patterns with the cell density ρ = 0.4. (d), (e) and (f) ρ = 0.7.
(g) ρ = 0.4. The cell values are invariant along the dashed lines. (h) ρ = 0.7. The cell
values are invariant along the dashed lines. (i) ρ = 0.5. The cell values are invariant
along the dashed lines.

In the case of the cell density ρ = 0.7 (Fig. 3 (d), (e) and (f)), starting from the233

initial pattern, the 90 degrees rotation counterclockwise with respect the origin of the234

xi− tj coordinate system, followed by the reflection with respect to the tj axis at x10235

results in the initial pattern. The operation is equivalent to the coordinate transforma-236

tion (x, t) → (x′, t′) = (t, x). As in the previous discussions, the simultaneous Burg-237

ers equations require the conditions v0 = −1/2 and v = v(x−2v0t+c), or v = v(x+t+238

c) which is the left-going traveling wave. This result is consistent with the checkerboard239

pattern in Fig. 3 (h), where the white cells align along the dashed line tj = −xi − c240

so that the motion of the cell is the left-going traveling wave. From Fig. 2, for the cell241

density ρ > 0.5 in which the white cells align along the line tj = −xi − c, the motion242

of the cell is left-going traveling wave.243

Recalling the discussions in the string theory that phase transition may exist at244

the domain between the right-moving and the left-moving domain, let us pay attention245

to the domain of ρ = 0.5 which is the domain between the cell density ρ < 0.5 and246

ρ > 0.5. The checkerboard pattern for the ρ = 0.5 is the mixture of the right-going247

pattern and the left-going pattern, in which the blue cells align along the dashed line tj =248

xi + c and the white cells align along the dashed line tj = −xi − c (Fig. 3 (i)). To be249

consistent with the previous discussion, define the domain of the right-going traveling250

wave as ρ < 0.5, define the domain of the right-going traveling wave as ρ > 0.5, and251

define the intermediate domain as ρ = 0.5.252

3.4 Number of states in the periodic CA-184253

The number of states is counted with respect to the periodic CA-184 for examin-254

ing the implication from the string theory that a discontinuous decrease in entropy pos-255

sibly occurs at ρ = 0.5. The state is defined by the configuration of occupation of the256

10 cells aligned in the xi axis at time tj . Suppose the cells occupied by 1s and 0s are painted257

blue and white, respectively. The state with the unique checkered pattern with blue and258
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white is counted as one. There are 210 = 1024 states for the 10 cells aligned. All cells259

are grouped into 9 groups by the cell density ρ. Each group is then grouped into a few260

subgroups by the number of clusters in which the blue cells are in contact with each other261

to form a single mass. The number of states is counted by subgroup.262

It should be noted that there is the repulsion force between the cells in CA-184.263

If there are two occupied cells in touch and if there is an empty space on the right of those264

cells, the occupied cell on the right moves right to occupy the empty cell. If movable,265

two cells never stay in contact in the CA-184 (Fig. 4 (a)). Due to the repulsion force,266

the stable state of CA-184 consists of the maximum number of movable clusters (Eq. (22))267

of occupied cells. Here, the immovable cluster in which all cells are occupied is not our268

concern. For the cell density ρ = 0.6, if the initial number of clusters is 4, the number269

of states in the stable condition is 4 that is the Nmax m CL, the maximum number of270

movable clusters (Fig. 4 (b)). If the cell density ρ = 0.6, and if the initial number of271

clusters is either 3 or 1, the number of states in the stable condition is 4 (Fig. 4 (c) and272

(d)). Regardless of the initial number of clusters, the number of clusters in the stable273

state becomes Nmax m CL. This holds not only for ρ = 0.6, but also for arbitrary ρ,274

such as ρ = 0.4 (Fig. 4 (e)).275

Nmax m CL = Mmin{ρ, 1− ρ} : Maximumnumber of movable cluster

M = 10 : Total number of cells (22)

Figure 4: Condensation states in the periodic CA-184. The blue cells and the white
cells indicate respectively U ji = 1 and U ji = 0. tj and xi are respectively discretized
time and discretized space. The number in the parentheses in the table indicates the
number of clusters. The number of clusters in the stable state is identical to the max-
imum number of movable clusters. (a) Repulsion between cells. (b), (c) and (d) The
checkerboard patterns with the cell density ρ = 0.6. (e) The checkerboard pattern
with the cell density ρ = 0.4.

In order to obtain a general view of the number of states associated with periodic276

CA-184, all possible initial states are considered, and the number of initial states is counted277

for each number of clusters CLi ≤ Nmax m CL and for each cell density ρ. Then, the278
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sum of all counts indicates the total number of initial states (Eq. (23)), and the num-279

ber of states for the CLi = Nmax m CL indicates the number of states of the periodic280

CA-184. Since the number of states for the periodic CA-184 is constantly less than that281

for the total possible number of states (tables in Fig. 5), it is considered that the states282

of the periodic CA-184 are condensed due to the repulsive force between cells. The sig-283

nificant condensation of states at ρ = 0.5 yields the discontinuous entropy decrease an-284

ticipated in the discussions on the string theory (graph in Fig. 5). There is a well-known285

example that state condensation indicates the phase transition. In the Bose-Einstein Con-286

densate in Helium-4, all states are condensed to the lowest energy state and the viscos-287

ity becomes zero below the phase transition temperature (Kittel & Kroemer, 1980). There-288

fore, we use this analogy to conclude that the periodic CA-184 exhibits a phase transi-289

tion at ρ = 0.5, causing discontinuous state condensation and discontinuous reduction290

in entropy.291

Nt(Mρ) =

Nmax m CL∑
i=1

Nt(Mρ, CLi)

ρ : Cell density (Number of occupied cell /M)

CLi ≤ Nmax m CL : Number of cluster

Nt(Mρ, CLi) : Number of states for given ρ andCLi

Nt(Mρ) : Number of states for given ρ (23)

Figure 5: Entropy decrease in the periodic CA-184. Entropy of all states and of peri-
odic CA-184 are plotted with respect to the cell density ρ. Tables show the results of
the counting on the number of states.

4 Reproduce the Fourier spectrum immediately before an earthquake292

The state condensation in the periodic CA-184 needs to be relaxed for providing293

a sufficient number of states enough to simulate the complex seismic vibrations. Since294

the condensation is caused by the repulsive force, or the cell advance rule of the rule-184295
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(Fig. 4 (a) and Eq. (5)), the repulsive force is determined by the moving probability p296

of the p-CA-184 (Eq. (8)). We re-define the p as the state condensation factor: p = 1297

indicates the highest condensation state in which p-CA-184 is identical to CA-184, and298

p ≤ 1 indicates the relaxed state of p-CA-184. The phase transition occurs at (ρ, p) =299

(0.5, 1.0).300

4.1 Wave generation with periodic p-CA-184301

In the periodic p-CA-184, the Fourier transform is applied to the calculated chrono-302

logical data of the stick-slip timing which is defined as the time when an integer 1 reaches303

the end of the spatial periodic boundary.304

Stick − slip sequence : (tj , Nss j)

Nss j =

{
1 if tj = tss
0 if tj 6= tss

tss = {t|U t−1
x=10 = 0, U tx=10 = 1} Stick − slip timing (24)

where tj is discretized time. A fast Fourier transform (FFT) with a block size of 1024305

and no filter and overlap is applied to the (tj , Nss j) data for the periodic p-CA-184 with306

(ρ, p) = (0.4, 0.7) (Fig. 6 (a) and Fig. 6 (b)). We consider an earthquake as a phase307

transition at (ρ, p) = (0.5, 1.0). The condition (ρ, p) = (0.4, 0.7) has been selected308

since we are interested in the pre-earthquake event near (0.5, 1.0) rather than the earth-309

quake itself corresponding to (ρ, p) = (0.5, 1.0). Then, the Stick-slip sequence (tj , Nss j)310

(Fig. 6 (a)) is shifted one unit toward the tj axis and added to the original sequence to311

generate the linear combination. The FFT result for the linear combination of the pe-312

riodic p-CA-184 is shown in Fig. 6 (c).313

Figure 6: Fast Fourier transform of periodic p-CA-184 (ρ, p) = (0.4, 0.7). (a) Stick-
slip sequence (tj , Nss j). (b) log10 − log10 plot of Fourier amplitude and frequency for
the sequence (tj , Nss j). 0Hz < frequency ≤ 10Hz. (c) log10 − log10 plot of Fourier
amplitude and frequency for the linear combination of the stick-slip sequence and its
shifted sequence. 0Hz < frequency ≤ 10Hz.

On the other hand, the vertical ground vibration velocity data acquired every 0.05314

seconds at the seismic station at latitude 38.97 north and longitude 141.53 east is down-315

loaded in chronological order from the web site of National Research Institute for Earth316

Science and Disaster Resilience (NIED, 2019). The period of the downloaded data is from317

March 3, 2011 to 11:34 March 9, 2011 that is up to two days before 14:46 on March 11,318

2011 when the magnitude 9 Great East Japan Earthquake (GEJE) occurred. The epi-319

center of the GEJE is at 38.06 north latitude and 142.51 east longitude, approximately320

132km away from the seismic station. The downloaded data is divided into blocks of 1024321

data corresponding to the acquisition time of 51 seconds and FFT is applied. The up-322

per bound of the frequency domain of the FFT amplitude is 10Hz which corresponds to323

the half of the data acquisition frequency.324
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The FFT results for the periodic p-CA-184 (Fig. 6 (c)) is compared to FFT results325

for the measured seismic data (three FFT plots on the far left in Fig. 7 (c)). The neg-326

ative curvature at high frequency in the three FFT plots on the far left in Fig. 7 (c) is327

coincide with the negative curvature at high frequency in the FFT plot in Fig. 6 (c). On328

the other hand, the weak FFT peaks pointed by the three arrows in Fig. 7 (c) does not329

exist in Fig. 6 (c). The weak peaks around 0.2Hz are observed not only in the pre-earthquake330

zone at Kesennuma-shi, where the seismic station is located, but also in other locations331

of Japan during quiet periods (Fig. 8). The FFT peaks of 0.21Hz to 0.23 Hz observed332

in all of the three locations and time in Fig. 8, are probably due to the pulsating cycle333

of the earth caused by ocean waves (Bromirski, P. & Duennebier, F., 2002), and there-334

fore are ignorable.335

Figure 7: Fast Fourier transform of the seismic data acquired at Kesennuma-shi,
Miyagi prefecture, Japan from March 3, 2011 to March 9, 2011(a) Vertical ground
vibration (m/s) and time plot. Zone A indicates the period during which an earth-
quake of magnitude 7.3 was detected. (b) log10 − log10 plot of the Fourier amplitude
and frequency for the data near the earthquake in Zone A. The frequency range of
the 18 FFT plots is 0Hz to 10Hz. (c) Enlarged view of the plots in (b). (d) Vibration
velocity and time plots corresponding to the plots in (c). The time rage is 0 to 51.2
seconds.

5 Reproduce the Fourier spectrum immediately after an earthquake336

The p-BCA (Eq. (9)), which considers the wave shape, is required to reproduce the337

FFT plot for the post-earthquake since the post-earthquake vibrations of which inten-338

sity are 104 greater than the pre-earthquake intensity show characteristic wave forms (two339

plots on the far right in Fig. 7 (d)).340

5.1 Wave generation with p-BCA341

The wave form which is required as the initial condition in the p-BCA calculation342

is generated by the difference Burgers equation (Eq. (2)). Solving Eq. (2) near the con-343

stant c = 1 evolves the given sine waveform into a sharp and asymmetrical shape that344
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Figure 8: Earth pulsation. The log10 − log10 graphs of the Fourier amplitude and
frequency for the vibration data acquired at three seismic stations during the quiet
period when no significant vibration was detected. The frequency range is 0Hz to
10Hz. KSN, HID and TMC are the code name of the seismic stations, shown in the
table with their locations.

resembles a triangle wave. The constant c < 1 in Eq. (2) generates a left-moving wave,345

c > 1 generates a right-moving wave, and c = 1 generates a standing wave. From the346

previous discussions on the periodic CA-184 that the phase transition occurs at the do-347

main between the domain of the left-moving wave and the right-moving wave, the c =348

1 generates the phase transition solution of the difference Burgers equation. We consider349

the difference Burgers equation with c = 1 to correspond to the earthquake and to the350

periodic CA-184 with ρ = 0.5. We generate the initial condition with the difference Burg-351

ers equation (Eq. (2)) of c = 1 (solid line in Fig. 9 (a)). Then, calculate the evolution352

of the initial condition due to the probabilistic fluctuation, by using the p-BCA (Eq. (9))353

with M = L = 133 and p = 0.95. The stable solution, which represent the ground vi-354

bration near the earthquake, is shown in Fig. 9 (b).355

Figure 9: Input and output of p-BCA. (a) Input sine wave
(dotted line) and output (solid line) of the difference Burgers
equation. The solid line is the initial condition for the p-BCA
calculation. (b) Result of the p-BCA calculation.

The Fourier amplitude, with block size 1024, calculated for the result of the p-BCA356

(Fig. 9 (b)) is compared to the Fourier amplitude of the measured seismic data. The lin-357

early decreasing trend (straight solid line) in the log10− log10 plot of the Fourier am-358

plitude and frequency is consistent in both the p-BCA calculation and the measured data359

(Fig. 10).360
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Figure 10: Comparison of p-BCA and measurement. (a)
log10 − log10 plot of the Fourier amplitude and frequency for
the result of the p-BCA calculation. The frequency range is 0Hz
to 10Hz. (b) log10 − log10 plot of the Fourier amplitude and fre-
quency for the measured data (extracted from the plot on the far
right in Fig. 7 (c)). The frequency range is 0Hz to 10Hz.

6 Gumbel distribution of periodic p-CA-184 near phase transition361

We have shown that there exists a phase transition in the periodic CA-184, and362

that the ground vibration near the earthquake is represented by the p-CA-184 and the363

p-BCA, which are a family of Burgers equation fluctuating around the phase transition.364

In particular, the pre-earthquake vibration is reproduced by the p-CA-184. Therefore,365

an earthquake can be considered as a phase transition associated with the periodic CA-366

184, and the earthquake precursor can be found in the p-CA-184, if any.367

In order to derive earthquake precursors measurable in daily earthquake monitor-368

ing, we introduce the Gumbel distribution which is frequently applied to predicting the369

rare event such as the life time of a steel structure (Yamamoto, M. & Shibata, T., 2002),370

and investigate the Gumbel distribution in the periodic p-CA184.371

The stochastic variable x′ in the Gumbel distribution is the time interval Dts j (Eq.372

(25)) between the two stick slips evaluated from the stick-slip sequence (tj , Nss j) (Eq.373

(24)) calculated for the periodic p-CA-184. The cumulative distribution G0(x′) calcu-374

lated as shown in Table 1 is fitted to the second equation in Eq. (20) to obtain the gra-375

dient, the y-intercept and R2, which is the square of the Pearson’s correlation coefficient.376

Stochastic variable of Gumbel distribution for p− CA− 184

Dts j ≡ ts j − ts (j−1) Time interval between stick − slips
ts j = {tj | (tj , Nss j) = (tj , 1)} (25)

The earthquake precursors are proposed by evaluating the three regression param-377

eters, gradient, y-intercept and R2, for the cell density ρ from 0.1 to 0.9 with the fixed378

condensation factor of p = 0.9.379

The R2 is maximum at ρ = 0.4 and second largest at ρ = 0.6, but is relatively380

small at ρ = 0.5, which is the closest to the phase transition (Fig. 11 (b)). Large R2381

values are expected near the phase transition of the periodic p-CA-184, therefore a large382

R2 is expected before the earthquake (first in Eq. (26)).383

The y-intercept and the gradient show large values in 0.4 ≤ ρ ≤ 0.6 (Fig. 11 (d)384

and (f)) if we ignore ρ = 0.1 and ρ = 0.9, which are far from the phase transition. There-385

fore, a large absolute value of the product consisting of gradient, y-intercept and R2 is386

expected near the phase transition of the periodic p-CA-184, and is expected before the387

earthquake. Name the absolute product RGI (second in Eq. (26)).388
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Earthquake precursors :

1)Large value of R2 inGumbel interpolation

2)Large value of RGI ≡ |gradient × y − intercept × R2|
inGumbel interpolation (26)

Figure 11: Gumbel interpolation parameters for p = 0.9.
(a) Plot of (ρ, R2). (b) Enlarged view of (a). (c) Plot of
(ρ, y − intercept). (d) Enlarged view of (c). (e) Plot of
(ρ, gradient). (f) Enlarged view of (e).

7 Reliability389

The reliability of the two precursors of earthquake (Eq. (26)) has been confirmed.390

7.1 R2 precursor391

The R2 precursor, the first of the Eq. (26) has been searched to detect earthquakes392

with seismic intensity greater than 4. The Fourier transform is applied to ground vibra-393

tion data acquired at HID, TMC and KSN locations for approximately 10 years. The394

stochastic variable is the gradient in the low frequency zone, from 0.1Hz to 2.9Hz, of the395

log10 − log10 plot of the Fourier amplitude with respect to frequency. In the Gumbel396

interpolation at time t, the entire history of the data from the start of acquisition up to397

the time t, is considered. In other words, the timescale in the Gumbel interpolation varies398

from 8.5 hours to 10 years. The calculation details are shown in Appendix A.399

The results of searching for the R2 precursor are shown in Fig. 12 (a), (b), and (c).400

In Fig. 12, minGR2 is the parameter indicating the large R2 with small deviation, which401
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is essentially similar to the R2. Therefore, the large minGR2 is the precursor of earth-402

quakes. The P− and D− beside the arrows pointing the timing of events in Fig. 12 re-403

spectively indicate the earthquake precursor and the detected earthquake. The upper-404

case alphabets are the index of the earthquakes explained in the tables in Fig. 12 (a’),405

(b’), and (c’). The tables include the information about earthquakes searched on the web-406

site of the Japan Meteorological Agency of Ministry of Land, Infrastructure, Transport407

and Tourism (JMA, 2019). The search conditions are seismic intensity greater than 4,408

the location of observing the seismic intensity, and the time period specified in Fig. 12409

(a), (b), and (c). The observation points of the seismic intensity are selected near the410

seismic stations and are described in the caption of the figures.411

The R2 precursor is detected before every earthquake with the seismic intensity412

greater than 4 at the seismic stations during the observation period (Fig. 12 (a), (b), and413

(c)). If the magnitude of those earthquakes is less than 8, the precursor is observed about414

a month before the earthquake (Fig. 12 (a) and (b)).415

In the case of the large earthquake, with a magnitude of 9 at KSN, the precursor416

is observed 17 months before the earthquake (Fig. 12 (c)). In Fig. 12 (c), the precur-417

sor corresponding to the D − A is not shown since the circled zone where the precur-418

sor is expected is numerically unstable. In addition, once the minGR2 deviates from 1.0419

by a large amount after the D−B,C, it does not recover to the pre-quake levels. We420

need to restart the calculation of minGR2 after the D−B,C. Therefore, the plot af-421

ter the D−B,C does not reflect the reality, and to avoid misunderstanding, the earth-422

quake or the up arrow is not displayed after the D −B,C in the figure.423

7.2 RGI precursor424

The RGI precursor, the second of the Eq. (26) has been searched to detect a mag-425

nitude 9 earthquake. The Fourier transform is applied to the same ground vibration data426

as the R2 precursor evaluation data. The stochastic variable is the curvature in the high427

frequency zone, from 2.9Hz to 9.8Hz, of the log10−log10 plot of the Fourier amplitude428

with respect to frequency. In the Gumbel interpolation at time t, the data acquired dur-429

ing approximately 8.5 hours centered on t are used. The calculation details are shown430

in Appendix B.431

In Fig. 13, which is the results of the RGI calculation, the P− and D− beside the432

arrows respectively indicate the earthquake precursor and the detected earthquake. The433

uppercase alphabets are the index of the earthquakes explained in the tables in Fig. 12434

(a’), (b’), and (c’).435

RGI values are not significant at HID (Fig. 13 (a)) and TMC (Fig. 13 (b)), in which436

the maximum magnitude of earthquakes detected over the time period is 7.3 as shown437

in the tables (a’) and (b’) in Fig. 12. On the other hand, prominent peak is observed438

at KSN (Fig. 13 (c)) where the maximum magnitude detected over the time period is439

9 (Fig. 12 (c’)). The RGI precursor is detected only before the magnitude 9 earthquake.440

The minGR2 precursor and GRI precursor are respectively observed 17 months441

and 7 months before the magnitude 9 earthquake indicated by the up arrow of D−B,C442

in Fig. 13 (c’), so that both are the qualified predictor of the large earthquake. It should443

be noted that minGR2 is calculated from the low frequency data with the varying timescale444

from 8.5 hours to 10 years, and that GRI is calculated from the high frequency data with445

the fixed timescale of 8.5 hours. Regardless the significant differences in the calculation446

condition, both minGR2 precursor and GRI precursor are observed at the similar tim-447

ing before the large earthquake. Therefore, both the minGR2 precursor and the GRI448

precursor are the earthquake precursor and are neither accidental nor noise signals.449
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Figure 12: Reliability of R2 precursor. Plot of minGR2, which is equivalent to the
R2, and time measured at the three seismic stations shown in Fig. 8. The down and
up arrows respectively indicate the timing of the precursors and the timing of the
detected earthquakes. The ”P − ” and ”D − ” in the plots indicate “Precursor-
“ and “Detected-”, respectively. The tables (a’), (b’), and (c’) are descriptions of
the detected earthquakes in the plots (a), (b), and (c), respectively. (a) Plot for
HID. (b) Plot for TMC. (c) Plot for KSN. (a’) The seismic intensity is recorded at
Sinhidaka-cho, approximately 50km from HID. (b’) The seismic intensity is recorded
in Kumamoto-kita-ku, approximately 39km from TMC. (c’) The seismic intensity is
recorded at Kesennuma-shi, approximately 10km from KSN.

8 Conclusions450

In deriving the instrumentally measurable earthquake precursors by considering451

earthquakes as a phase transition phenomenon in CA-184, the followings are concluded.452

The phase transition occurs at cell density 0.5 in CA-184, where the number of states453

or the entropy is abruptly reduced to generate the state condensation.454

The ground vibration state near the earthquake is reproduced by p-CA-184 and455

p-BCA, a family of Burgers equation that fluctuate around the phase transition. In par-456

ticular, the pre-earthquake vibration is reproduced by the p-CA-184. Consequently, an457

earthquake is considered as the phase transition of the periodic CA-184, and the earth-458

quake precursor is considered as the precursor of the phase transition of the periodic CA-459

184.460

Large R2 and GRI, two precursors of the phase transition of the CA-184, there-461

fore the earthquake precursors, are derived with p-CA-184 by introducing the Gumbel462

distribution. R2 is the correlation coefficient for Gumbel interpolation, and GRI is the463

absolute value of the product of the Gumbel interpolation parameters R2, Gradient, and464
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Figure 13: Reliability of RGI precursor. Plot of RGI and time measured at the
three seismic stations shown in Fig. 8. The down and up arrows respectively indicate
the timing of the precursors and the timing of the detected earthquakes. (a) Plot for
HID. (b) Plot for TMC. (c) Plot for KSN. (c’) Simultaneous plot of minGR2 and
RGI with respect to time. Plot for KSN.

y−intercept. The R2 precursor predicts the earthquake with the seismic intensity greater465

than 4, while the RGI precursor predicts the large earthquake of magnitude 9.466

Two precursors, which are calculated for different frequencies and time scales, are467

observed at similar timing prior to a magnitude 9 earthquake. The phase transition model468

of earthquake provides the practical and reliable earthquake prediction method.469

Appendix A Details in calculating R2470

The R2 precursor, the first of the Eq. (26) has been searched to detect earthquakes471

with seismic intensity greater than 4. We have investigated the time evolution of stochas-472

tic distributions in the process of earthquakes by introducing the two-step fitting method.473

The Fourier Transform is applied to the ground vibration data, then the transformed data474

are fitted to the power-law to extract the power-law parameters, then the parameters475

are in turn fitted to the Gumbel distribution.476

A1 Power-law fitting477

We focus on the low frequency domain (Fig. A1). The α, the power-law param-478

eter is obtained by linear regression, and is selected as the stochastic variable to be eval-479

uated in the next step.480

A2 Gumbel fitting with extreme value theory481

Let us define the time t and the corresponding discrete time tr such that tr ≡ 600r∆tα482

if 600r∆tα < t ≤ 600(r+1)∆tα, where r and ∆tα denote the natural number and the483

time interval for acquiring the 1024 vibration data for calculating one α, respectively so484

that the time interval tr+1− tr is 600∆tα corresponding to 5.8 hours in acquiring the485

–20–



manuscript submitted to JGR: Solid Earth

Figure A1: Power-law fitting on the Fourier
amplitude calculated from the ground vibration
data. The red line illustrates the result of the
linear regression analysis in the low frequency
domain.

ground vibration data. At the discrete time tr, the 600r sets of α calculated by the power-486

law fitting for the time interval 0 < t ≤ 600r∆tα are divided into 20 subsets, each of487

which contains 30r sets of α. Define the M30r as the 30r sets of α, and the w as the set488

of 40 real intervals:489

M30r = {αi| 1 ≤ i ≤ 30r}
ω = {ωj | [−2.0 + (j − 1)× 0.1,−2.0 + j × 0.1), j = 1, 2, · · · , 40}

ωj ≡ [ωj1, ωj2). (A1)

For each ωj , count the number of αi ∈ M30r if the αi are included in the ωj , and let490

the counted result be Nj . From each 30r pairs of the (Nj , ωj), the pair with the max-491

imum ωj with a non-zero Nj is extracted to form the new set M20 consisting of 20 pairs492

of (Nj , ωj). It needs to be noted that the size of the 30r pairs continuously increase as493

time goes on, in other words, the time scale in evaluating the Gumbel distribution con-494

tinuously increases as time goes on.495

Each interval, ωj ∈ M20, is represented by its mean, xj ≡ (ωj1 + ωj2)/2, which496

is accompanied by its number of occurrence, Nj . The cumulative distribution, G0(xj),497

is calculated from Nj as shown in Table 1, where Nsj denotes the cumulative frequency,498

G0(xj) ≡ Nsj/Ntotal is the cumulative distribution, and Ntotal ≡
∑40
i=1Ni. The 20499

pairs of (xj , G0(xj)) are fitted to the Gumbel distribution, and GR2, the square of Pear-500

son’s correlation coefficient is calculated by linear regression.501

Finally, define minGR2 as the minimum value in every 100 points in the time se-502

ries of the GR2 data. For the chronological GR2 data {GR21, GR22, · · · , GR2i, · · ·}, the503

series of the minGR2 in chronological order {minGR21,minGR22, · · · ,minGR2i, · · ·}504

is defined as follows:505

minGR2i ≡ min{GR2j | i− 99 ≤ j ≤ i}, i > 99, (A2)

so that the first 99 data of the GR2 which corresponds to the ground vibration data ac-506

quired during the period of 35.06 days are discarded in the minGR2 plot. The minGR2507

is calculated every 5.8 hours at tr except for the period corresponding to the first 99 data.508

–21–



manuscript submitted to JGR: Solid Earth

The minGR2 represents the degree of the correlation in the Gumbel fitting and the fluc-509

tuation of the correlation coefficient (GR2) from its upper bound, 1.0. A large value in510

minGR2 indicates the high correlation in the Gumbel fitting and the small fluctuation511

in the correlation coefficient.512

Appendix B Details in calculating RGI513

The RGI precursor, the second of the Eq. (26) has been searched to detect a mag-514

nitude 9 earthquake. The curvature of the plot of Fourier amplitude and frequency is515

introduced to characterize the large earth quakes. The Fourier Transform is applied to516

the ground vibration data, then the curvatures of the log10(Fourier amplitude)−log10(Frequency)517

plot are calculated, and then the curvatures are fitted to the Gumbel distribution.518

B1 Curvature of the Fourier amplitude519

The curvature α is quantitatively defined in Fig. B1. The FFT generates 512 sets520

of Fourier amplitude from the 1024 sets of the ground vibration data so that each plot521

in Fig. B1 consists of 512 data points or the 512 pairs of the frequency and the Fourier522

amplitude. Define the pair FT i and the average of the pairs from the jth to the kth of523

the 512 pairs, < FT > (j,k), as:524

FT i ≡ (frequency, Fourier amplitude) i

≡ (frequency i, Fourier amplitude i)

< FT > (j,k) ≡

 k∑
i=j

frequency i

(j − k + 1)
,

k∑
i=j

Fourier amplitude i

(j − k + 1)

 . (B1)

Calculate < FT > (150,154)≡ (x1, y1) ≡ P1 and < FT > (500,504)≡ (x2, y2) ≡ P2525

so that L1 and L2 in Fig. B1 are x = x1 and x = x2, respectively. Here, we focus on526

the high frequency domain from 2.9Hz (P1) to 9.8Hz (P2) which consists of 350 data,527

and the horizontal and the vertical axis of the plot in Fig. B1 are defined as x- and y-528

axis, respectively. Draw a line L connecting P1 and P2, measure the distance Li between529

the line L and each of the 350 data points i, extract the maximum value of the Li, and530

define it as Lmax n. The maximum distance for the plots with the non-negative curva-531

ture is similarly defined and denoted as Lmax p. The curvature α, which is selected as532

the stochastic variable to be evaluated in the next step, is defined as:533

Curvature α ≡ Lmax n > 0 for the negative curvature

−Lmax p ≤ 0 for the non− negative curvature (B2)

B2 Gumbel fitting with extreme value theory534

Let us define the time t and the corresponding discrete time tr such that tr ≡ 600r∆tα535

if 600r∆tα < t ≤ 600(r+1)∆tα, where r and ∆tα denote the natural number and the536

time interval for acquiring the 1024 vibration data for calculating one α, respectively.537

The time interval tr+1−tr is 600∆tα corresponding to 5.8 hours for acquiring the 1024538

sets of the ground vibration data. At the discrete time tr, the 600 sets of α calculated539

by the power-law fitting for the time interval 600r∆tα < t ≤ 600(r + 1)∆tα are di-540

vided into 20 subsets, each of which contains 30 sets of α. Define the M30 as the 30 sets541

of α, and the w as the set of 40 real intervals:542
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Figure B1: Definition of the curvature α.
α ≡ max{Li : 152 ≤ i ≤ 502} ≡ Lmax n > 0.
The data between L1 (2.9Hz) and L2 (9.8Hz) are
evaluated. The red arrow is the Li. .

M30 = {αi| 1 ≤ i ≤ 30}
ω = {ωj | [−4.0 + (j − 1)× 0.2,−4.0 + j × 0.2), j = 1, 2, · · · , 40}

ωj ≡ [ωj1, ωj2). (B3)

For each ωj , count the number of αi ∈M30 if the αi are included in the ωj , and let the543

counted result be Nj . From each 30 pairs of the (Nj , ωj), the pair with the maximum544

ωj with a non-zero Nj is extracted to form the new set M20 consisting of 20 pairs of (Nj , ωj).545

Each interval, ωj ∈ M20, is represented by its mean, xj ≡ (ωj1 + ωj2)/2, which546

is accompanied by its number of occurrence, Nj . The cumulative distribution, G0(xj),547

is calculated from Nj as shown in Table 1, where Nsj denotes the cumulative frequency,548

G0(xj) ≡ Nsj/(Ntotal + 1) is the cumulative distribution, and Ntotal ≡
∑40
i=1Ni. The549

20 pairs of (xj , G0(xj)) are fitted to the Gumbel distribution. Then, the absolute prod-550

uct RGI of the gradient 1
η , the y-axis intercept

(
−λη
)

, and the square of Pearson’s cor-551

relation coefficient R2 obtained in the Gumbel-fitting is calculated.552
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