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Abstract

Fault-zones significantly influence the migration of fluids in the subsurface and can be important controls on the local as well

as regional hydrogeology. Hence, understanding the evolution of fault porosity-permeability is critical for many engineering

applications (like geologic carbon sequestration, enhanced geothermal systems, groundwater remediation, etc.) as well as

geological studies (like sediment diagenesis, seismic activities, hydrothermal ore deposition, etc.). The highly heterogeneous

pore structure of fault-zones along with the wide range of hydrogeochemical heterogeneity that a fault-zone can cut through

make conduit fault-zones a dynamic reactive transport environment that can be highly complex to accurately model. In this

paper, we present a critical review of the possible ways of modeling reactive fluid flow through fault-zones, particularly from the

perspective of chemically driven “self-sealing” or “self-enhancing” of fault-zones. Along with an in-depth review of the literature,

we consider key issues related to different conceptual models (e.g. fault-zone as a network of fractures or as a combination of

damaged zone and fault core), modeling approaches (e.g. multiple continua, discrete fracture networks, pore-scale models) and

kinetics of water-rock interactions. Inherent modeling aspects related to dimensionality (e.g. 1D vs 2D) and the dimensionless

Damköhler number are explored. Moreover, we use a case-study of the Little Grand Wash Fault-zone from central Utah as an

example in the review. Finally, critical aspects of reactive transport modeling 2 like multiscale approaches and chemo-mechanical

coupling are also addressed in the context of fault-zones.
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Abstract 

Fault-zones significantly influence the migration of fluids in the subsurface and can be important 

controls on the local as well as regional hydrogeology. Hence, understanding the evolution of 

fault porosity-permeability is critical for many engineering applications (like geologic carbon 

sequestration, enhanced geothermal systems, groundwater remediation, etc.) as well as 

geological studies (like sediment diagenesis, seismic activities, hydrothermal ore deposition, 

etc.). The highly heterogeneous pore structure of fault-zones along with the wide range of 

hydrogeochemical heterogeneity that a fault-zone can cut through make conduit fault-zones a 

dynamic reactive transport environment that can be highly complex to accurately model. In this 

paper, we present a critical review of the possible ways of modeling reactive fluid flow through 

fault-zones, particularly from the perspective of chemically driven “self-sealing” or “self-

enhancing” of fault-zones. Along with an in-depth review of the literature, we consider key 

issues related to different conceptual models (e.g. fault-zone as a network of fractures or as a 

combination of damaged zone and fault core), modeling approaches (e.g. multiple continua, 

discrete fracture networks, pore-scale models) and kinetics of water-rock interactions. Inherent 

modeling aspects related to dimensionality (e.g. 1D vs 2D) and the dimensionless Damköhler 

number are explored. Moreover, we use a case-study of the Little Grand Wash Fault-zone from 

central Utah as an example in the review. Finally, critical aspects of reactive transport modeling 
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like multiscale approaches and chemo-mechanical coupling are also addressed in the context of 

fault-zones.  

 

1 Introduction 

Faults can be broadly defined as narrow structural discontinuities occurring in geologic rock 

formations, and can be comprised of a wide range of physical features like cracks, bends, folds, 

gouges, etc. The term ‘fault’ can encompass a wide range of spatial scales from single fractures 

(~mm to cm scale) to subsidiary faults and fracture networks (~cm to m scale) to large-scale 

fault-zones (~km scale). In this discussion, the focus is predominantly on fault-zones of at least 

>100 m scale. Depending on the scale of the fault architecture, they can be a highly complex and 

heterogeneous hydrogeological unit (Caine, Evans, and Forster 1996; Faulkner et al. 2010). 

Faults play a critical role in many geological and engineered processes, like hydrocarbon 

migration (e.g. (Sorkhabi and Tsuji 2005; Rotevatn and Fossen 2011)), seismic activities (e.g. 

(Raleigh, Healy, and Bredehoeft 1972; Aki 1979)), geothermal systems (e.g. (Goyal and Kassoy 

1980; J. N. Moore and Simmons 2013)), hydrothermal ore formation (e.g(Garven et al. 1999; 

Wilkinson et al. 2009)), groundwater flow and remediation (e.g. (Bredehoeft 1997; Iskandar and 

Koike 2011)), nuclear waste disposal (e.g. (Bodvarsson et al. 1999; Orellana, Giorgetti, and 

Violay 2019)) and geological carbon sequestration (e.g. (Kampman et al. 2014; Patil 2016)). 

Faults commonly serve as important controls on local and regional fluid flow and migration, and 

can also be sources of critical seismic activities. Thus, faults are a very important focus of study 

among hydrogeologists, structural geologists, seismologists and geoenvironmental engineers.  

 



 3 

The importance of characterizing fault behavior to understand fluid migration was recognized 

early on by the petroleum exploration community (Fox 1959; JACOBS and KERR 1965). 

Depending on the structure of the fault-zone, it can either act as a conduit for hydrocarbon 

migration or serve as a seal for creating effective petroleum traps. Thus, faults can either turn out 

to be a boon (in case of effective fault traps) or a curse (in case of hydrocarbon leakage) for oil 

and gas exploration. Recognizing this fact, early studies were directed towards developing 

conceptual methods for effectively characterizing a fault as a conduit, a barrier or a combined 

conduit-barrier system (e.g. (Smith 1966; Stanley Jr 1970)). Later on, more in-depth 

understanding of the physical structure and the chemical and mechanical behavior of fault-zones 

emerged through core and down-hole logging, interpretation and analyses of seismic and well 

data, outcrop studies and lab testing ((Knipe, Jones, and Fisher 1998; Aydin 2000), leading to 

predictive numerical modeling analyses (e.g. (Moretti 1998; Zhang et al. 2009). It could arguably 

be stated that the initial understanding of and the technical analysis framework for determining 

fault structure and fluid flow behavior have originated from the knowledge base of hydrocarbon 

exploration research. 

 

Faults and fracture systems also play a very critical role in the functioning of an enhanced 

geothermal system (EGS). The efficient functioning and commercial viability of an EGS to serve 

as a source of power supply hinges on the effective and strategic management of the faults and 

fracture systems. Some EGS exploit the natural fractures in the geothermal reservoirs (e.g. 

(Simmons et al. 2018)), while others use hydraulic fracking to create new fracture permeability 

for fluid circulation (e.g. (J. Moore et al. 2018)). However, the extreme temperature differences 

resulting from the injection of “cold” fluid into a “hot” reservoir typically lead to rapid mineral 
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precipitation in the fractures which can plug the permeability of the circulation pathways. One of 

the main challenges in EGS is to maintain sufficient fracture permeability (Patil and Simmons 

2019). Reaction kinetics of mineral precipitation/dissolution tend to be faster at higher 

temperatures, making fluid flow of geothermal fluids in faults a highly complex process. Several 

reactive transport modeling studies have attempted to characterize the coupled thermal-hydro-

chemical (THC) processes (e.g. (Kiryukhin et al. 2004; XU et al. 2009)). More recent 

developments include coupled thermal-hydro-chemical-mechanical (THMC) models (e.g. 

(Sonnenthal et al. 2015; Salimzadeh and Nick 2019; Yuan et al. 2020)). 

 

Faults are also an important consideration in designing geological disposal of anthropogenic 

waste. For example, in geological carbon sequestration (GCS), leakage of the injected CO2 into 

unintended subsurface formations or to the surface is considered a major risk (Patil et al. 2017). 

Natural analogs of CO2 leakage along faults have paved way for enhanced understanding of the 

reactive transport processes associated with the leakage of CO2-enriched fluids (Shipton et al. 

2005; Heath et al. 2009; Kampman et al. 2014; Jung et al. 2014). Few studies have focused on 

reactive transport modeling of CO2 leakage along faults (Ahmad et al. 2015, 2016; Patil et al. 

2017; Patil and McPherson 2020). Additionally, CO2-induced alterations in caprocks (especially 

in the fractures) are also an important issue for the integrity of a GCS system (Gherardi, Xu, and 

Pruess 2007; Tian et al. 2014; Xiao et al. 2020). Similarly, in nuclear waste disposal, it is 

important to understand and model the associated coupled reactive transport processes in 

fractured rocks to ensure safe deployment of the nuclear-waste repository (e.g. (Tianfu Xu, 

Sonnenthal, and Bodvarsson 2003; MacQuarrie and Mayer 2005). 
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While it has always been understood that fluid flow in the subsurface is deeply coupled with the 

associated thermal, chemical, mechanical and biological processes, numerical models often 

ignore one or more of these processes in the interest of computational simplicity, depending on 

how transient these processes are for the system being modeled. However, faults and fractured 

rocks are structures where the fluid flow is highly transient and the reactive transport scenario is 

dynamic. Thus, reactive transport modeling is all the more critical for fault-based fluid flow. In 

this paper, we present a critical review of modeling reactive transport through fault-zones. In 

contrast to other reactive transport reviews which focus on single fractures or fracture networks 

(e.g. (Berkowitz 2002; MacQuarrie and Mayer 2005; Deng and Spycher 2019)), we focus on the 

processes at the scale of fault-zones, giving special emphasis to the “self-sealing” versus “self-

enhancing” of the fault-zone permeability owing to mineral reactions. In the following sections, 

we discuss conceptual models, continuum-based flow models, kinetics of geochemical reactions, 

Damköhler numbers and special topics like chemo-mechanical coupling and multiscale reactive 

transport models. While modeling reactive transport through fault-zones can be a highly complex 

topic requiring advanced modeling skills, our hope through this review is that the readers feel 

inspired to adopt some ideas presented here to create a meaningful analysis of their own. 

 

2 Conceptual models 

The modeling approach chosen for a particular fault system depends on (1) the characteristic 

length-scale (e.g. mm vs. km scale), (2) the aim of the modeling work (e.g. theoretical 

investigation of fundamental reactive processes vs. risk assessment for an engineered 

application), and (3) the level of detail in the available information (e.g. distributions of fracture 

geometry, density and connectivity, fault core thickness, composition and spatial distribution of 
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phyllosilicates, etc.). Two broad categories of flow modeling approaches are prevalent in 

reactive transport studies, namely ‘pore-scale’ models and ‘continuum-scale’ or continuum 

models.  

 

Pore-scale models are a popular choice to model fracture processes at the micrometer to 

millimeter scale, e.g. mass transfer and reactions across the fracture aperture (Deng and Spycher 

2019). In the pore-scale approach, the fluid and rock interface is explicitly resolved with mesh 

discretization and the governing flow equations are based on the Navier-Stokes equations 

((Molins 2015; Deng and Spycher 2019)). Such models are useful for understanding some of the 

fundamental reactive transport processes in the pore spaces, like surface reaction controls on the 

rate of mineral dissolution (e.g. (Molins et al. 2014)), the impact of surface roughness (e.g. 

(Deng, Molins, et al. 2018)), etc. Also, the pore-scale reactive transport processes are studied 

over much smaller time-scales (typically over minutes). Given the smaller spatial and temporal 

scales of such processes, some of these processes can be experimentally verified in the 

laboratory, offering the advantage of direct verification of the numerical pore-scale model results 

(e.g. (Molins et al. 2014)).  

 

In contrast, continuum-scale flow models assume a combined fluid and rock representation in 

each discretized mesh cell and the governing flow equations are based on Darcy’s law. Based on 

the conceptual representation of the fault permeability, continuum-scale models are 

subcategorized into Discrete Fracture Network (DFN) models and Continuum models. DFN 

models represent the domain as a set of fracture, with properties of each fracture individually 

defined ((Jing and Stephansson 2007)). In contrast, continuum models adopt some form of 
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aggregation strategy to represent the fracture permeability in the model. The primary difference 

between DFN and continuum models stems from the concept of representative elementary 

volume (REV), which can be defined as the smallest spatial scale at which the properties of the 

domain can be assumed to be homogeneous. DFN models usually operate at the sub-REV scale, 

while continuum models operate at or above the REV scale ((Berkowitz 2002)). However, since 

they both deal with flow using Darcy’s law, they fall under the ‘continuum-scale’ category. 

 

While DFN models tend to be more accurate for flow and transport calculations through 

fractured media, they are limited by the spatial and temporal scale that they can be typically 

applied to (Deng and Spycher 2019). At the scale of fault-zones (from hundreds of meters to few 

kilometers), the resolution in the available data and characterization of the fracture networks is 

usually not enough for developing DFN models for that scale. Therefore, the most common 

choice for long-term modeling of reactive transport through fault-zones are continuum models. 

As rules of thumb, (1) Pore-scale or DFN models are applied when information related to 

fracture geometrical properties, density and interconnectivity is available, and continuum models 

are applied when only the effective porosity-permeability of the fault can be estimated, and (2) 

model complexity decreases with increasing spatial and temporal scale.  Figure 1 presents the 

scale dependency of the choice of modeling approach in a schematic. 

 

Continuum models can have either a single continuum or multiple continua (e.g. dual porosity, 

dual permeability, MINC). Single continuum models are the simplest in this category, wherein 

the entire fault-zone is treated as an effective porous medium. The dual porosity approach was 

the first multiple continua approach that was developed early on to deal with fractured porous 
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media (Warren and Root 1963). This approach represents the fracture network in an idealized 

geometric pattern with different porosity values assigned for the fractures and the matrix 

(unfractured portion of the host rock). Fluid, pressure and temperature interaction is considered 

between the matrix and fractures, but global flow is assumed only through the fractures (matrix 

is assumed to be relatively impermeable). In concept, dual porosity models are similar to DFN 

models, which also assume flow through fractures only, and they both serve the same purpose 

(Lee, Choi, and Cho 1999). The main difference is that, unlike DFNs, dual porosity models do 

not simulate the actual fractures but rather approximate the aggregate flow through the fracture 

network via one of the continua representing the overall porosity of the fracture network. Several 

applications of the dual porosity approach are found in the literature (e.g. (Gerke and Van 

Genuchten 1993; Larsson and Jarvis 1999; Delshad et al. 2002; Taron and Elsworth 2009)).  

 

An important extension of the dual porosity model is the multiple interacting continua or 

‘MINC’ model ((Narasimhan and Pruess 1988)). With this approach, several ‘hierarchies’ of 

heterogeneity, or sets of parallel continua at a given hierarchy level, can be set depending on the 

data availability. This structure provides the ability to simulate the differences in the diffusivities 

in heterogeneity in a much refined and precise manner, and is useful to applications like 

geothermal systems (e.g. (Tianfu Xu and Pruess 2004; Itoi et al. 2010) and contaminant transport 

in groundwater ((Tianfu Xu et al. 2001; Chen, Falta, and Murdoch 2015)). Both the dual porosity 

and the MINC approaches described above treat the transport through the fractures with 

advection and the matrix with diffusion. In order to treat global advective flow and transport 

through both the highly permeable and the low permeable materials, the dual-permeability 
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approach can be used. With this approach, global flow is assumed through both the fractured 

continuum and the matrix.  

 

In order to develop a conceptual model for fault-zones, the ‘architecture’ and permeability 

structure of a fault-zone needs to be examined and understood. According to (Caine, Evans, and 

Forster 1996), three regions within a fault-zone have distinct fluid flow properties, namely the 

damaged zone, the fault core, and the protolith. Most of the displacement during faulting gets 

accommodated in the fault core. It is typically a region of low porosity and permeability. The 

damaged zone is a highly heterogeneous region that accommodates fractures, bends, and folds, 

and is typically a region of high porosity and permeability. The protolith is the unaltered 

reservoir rock surrounding the fault core and the damaged zone. The effective permeability and 

the flow behavior (e.g. conduit, barrier, mixed) of the fault can be roughly determined by the 

composition of these three fault elements. Large regional scale fault-zones are commonly 

composed of smaller faults and associated components. These smaller faults will have their own 

damaged zone within the damaged zone of the larger fault-zone. However, common anatomical 

model of a central fault core (accommodating most of the displacement from faulting) enveloped 

by a highly heterogeneous damaged zone is typical in many studied fault-zones (Fossen 2020). 

 

The effective permeability structure of the fault will be determined by individual behaviors of the 

damaged zone and fault core as barriers or conduits. Therefore, it is critical to characterize their 

permeabilities as meaningfully and accurately as possible. 
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The effective damaged zone permeability depends on the permeability of the host rock, 

composition of macroscale fractures and low permeability deformation bands. In low porosity 

host rock, the fault permeability is controlled by the density and connectivity of macrofractures. 

Moreover, even though the fractures and slip in the damaged zone may have significantly higher 

permeability as compared to the host rock, the effective permeability of the damaged zone is 

determined by the interconnectivity of the fracture network. Damaged zones are commonly 

characterized by measuring the density of fractures as a function of distance from the 'central' 

fault core. Typically, this fracture density decreases exponentially with increasing distance from 

fault core (Faulkner et al. 2010). The permeability of the fault core is typically a function of the 

host rock and the composition of gouges. Two distinct types of fault gouge are found in studies 

of natural faults. The first type is made of granular siliclastic material (predominantly quartz) and 

the second type consists of phyllosilicates (clay rich shale material). The phyllosilicate gouge 

will typically have much less permeability. Sedimentary basin fault-zones are typical of having 

sand-shale gouges that serve as longitudinal (along the fault plane) conduits and lateral (across 

the fault plane) barriers (Faulkner et al. 2010). 

 

An index, Fa, proposed by (Caine, Evans, and Forster 1996) for characterizing the nature of fluid 

flow through a fault, can be useful in depicting the overall permeability of the fault-zone. Fa is 

defined as: 

 

𝐹𝑎 =
𝑑𝑎𝑚𝑎𝑔𝑒𝑑 𝑧𝑜𝑛𝑒 𝑤𝑖𝑑𝑡ℎ

𝑡𝑜𝑡𝑎𝑙 𝑓𝑎𝑢𝑙𝑡 𝑤𝑖𝑑𝑡ℎ

=
𝑑𝑎𝑚𝑎𝑔𝑒𝑑 𝑧𝑜𝑛𝑒 𝑤𝑖𝑑𝑡ℎ

𝑑𝑎𝑚𝑎𝑔𝑒𝑑 𝑧𝑜𝑛𝑒 𝑤𝑖𝑑𝑡ℎ + 𝑓𝑎𝑢𝑙𝑡 𝑐𝑜𝑟𝑒 𝑤𝑖𝑑𝑡ℎ
 

(1) 
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This index may be used to assess the sensitivity of flow and related processes to the permeability 

structure of the fault by keeping the fluid flow properties of the two regions consistent and 

merely varying the Fa values to evaluate and compare impacts of different effective structures 

(as demonstrated by (Patil et al. 2017)). Clearly, increasing Fa value will lead to increasingly 

conduit-type behavior while decreasing Fa value will lead to increasingly barrier-type behavior. 

Many kilometer scale faults in sedimentary basins can simultaneously serve as conduits for 

longitudinal and barriers for lateral fluid flow and reactive transport (Matthäi 2003; Faulkner et 

al. 2010). Outcrop observations also show that the most common fault permeability structure is 

that of a conduit along the fault and a barrier across the fault (a conduit-barrier system) (Bense et 

al. 2013). Juxtapositioning of reservoirs and seal layers along the fault length (as a result of 

faulting) is another crucial aspect in determining the sealing potential of the fault and whether 

the fault acts as a barrier to lateral flow. 

 

In comparison to undeformed formations, fault-zones which act as conduits to some type of 

fluid-flow are typically a much more dynamic reactive transport environment. The relatively 

drastic changes in fluid composition and temperatures can significantly affect the composition of 

faults. Reactive fluid transport along the fault can lead to mineralogical changes typically 

accompanied by a redistribution of local stress and a change in the rock mechanical properties 

(Deng and Spycher 2019). This phenomenon can impact the mechanical strength of the fault, 

potentially affecting the character of fault slip in response to earthquakes in the deeper crust 

(Bense et al. 2013). Fully coupled reactive transport modeling of such processes is one of the 

most effective ways of attempting to characterize the behavior of the highly evolving fault 
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permeabilities. 

 

3 Numerical models: 

All continuum models develop their governing equations from the principle of mass (or energy) 

conservation. Most subsurface flow (especially at the scale of hundreds of meters to kilometers) 

is typically within the regime of Darcy’s law. The governing multiphase flow and reactive solute 

transport equations, as described in the widely used TOUGHREACT software (Tianfu Xu et al. 

2012), are presented briefly below. For more detailed instructions on the mathematics and the 

implementation of such equations, the reader is encouraged to look into several related resources 

(e.g. (Yeh and Tripathi 1991; Steefel and Lasaga 1994; Lichtner 1996; Clement et al. 1998; 

Bacon, White, and McGrail 2000; T. Xu 2001; White and Oostrom 2003; MacQuarrie and 

Mayer 2005; Tianfu Xu et al. 2012)). 

 

The basis mass and heat conservation equations are of the general form: 

 𝑉𝑛

Δ𝑀𝑛

Δ𝑡
= ∑ 𝐴𝑛𝑚𝐹𝑛𝑚

𝑚

+ 𝑉𝑛𝑞𝑛 (2) 

where subscript n is for a grid cell, subscript m is for all the connected grid cells, Vn is the 

integrated volume of the grid cell, Mn is the mass (or energy) accumulation in the grid cell, t is 

the time step, Anm is the connected surface area between grid cell n and m, Fnm is the average 

mass (or energy) flux across Anm, and qn is the average source/sink term per unit volume. 

 

The fluid flow is assumed to be following the Darcy’s law which is of the form: 

 𝑢𝛽 = −𝑘
𝑘𝑟𝛽

𝜇𝛽
(∇pβ − 𝜌𝛽𝑔) (3) 
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where subscript ß represents the fluid phase index, u is the darcy flux for the fluid phase, k is the 

absolute permeability, kr is the relative permeability of the fluid phase, µ is the viscosity of the 

fluid phase, p is the fluid pressure of the phase, 𝜌 is the fluid density of the phase, and g is the 

gravitational acceleration. 

 

Multicomponent chemical solute transport in the aqueous phase is defined based on the 

advection-diffusion equation in the form: 

 
Δ𝑡

𝑉𝑛
∑ 𝐴𝑛𝑚 [𝑢𝑛𝑚𝐶𝑛𝑚

𝑗
+ 𝐷𝑛𝑚

𝐶𝑚
𝑗

− 𝐶𝑛
𝑗

𝑑𝑛𝑚
] = Δ𝑀𝑛

𝑗

𝑚

− 𝑞𝑛Δ𝑡 − 𝑅𝑛Δ𝑡 (4) 

where j is the subscript marking a particular chemical component, C is the molar concentration 

of the component, D is the effective diffusion coefficient, d is the nodal distance between the 

grid cells, and R is the cumulative geochemical reaction source/sink term. 

 

While certain minerals can be considered at equilibrium with fluid, the dynamic multimineral 

reaction scenario typical for a fault-zone calls for treating most water-rock interactions 

kinetically. The rates of mineral reactions are calculated using a rate law derived from transition 

state theory by (Lasaga et al. 1994) which is of the form: 

 𝑟𝑛 = 𝑓(𝑐1, 𝑐2, … , 𝑐𝑁𝑐
) = ±𝑘𝑛𝐴𝑛|1 − 𝛺𝑛

𝜃|
𝜂

        𝑛 = 1 … 𝑁𝑞  (5) 

where n subscript is for a mineral, rn is the dissolution/precipitation rate of the mineral n in moles 

per kg H2O and unit time, kn is the temperature dependent rate constant or specific rate in moles 

per unit mineral surface area and unit time, An is the specific reactive surface area per kg H2O, Ωn 

is the mineral saturation ratio, and θ and η are empirically derived parameters. rn has a positive 



 14 

value for precipitation and a negative value for dissolution. The general form of the multi-

mechanism, temperature dependent rate constant is given as 

 

𝑘 = 𝑘25
𝑛𝑢 exp [

−𝐸

𝑅
(

1

𝑇
−

1

298.15
)]

+ ∑ 𝑘25
𝑖 exp [

−𝐸𝑖

𝑅
(

1

𝑇
−

1

298.15
)]

𝑖

∏ 𝑎𝑖𝑗

𝑛𝑖𝑗

𝑗

 

(6) 

where subscript or superscript i is the additional mechanism index and j is the index of the 

species involved in the mechanism, e.g. H+ for acid mechanism (Tianfu Xu et al. 2004). The rate 

constant value calculated by equation (6) gets fed into the rate equation given in (5). (Palandri 

and Kharaka 2004) developed a compilation of the experimentally derived values for the above 

rate parameters from existing literature. 

 

In order to simulate fully coupled reactive transport flow through fault-zones, the feedback of 

mineral dissolution/precipitation reactions on the value of porosity φ can be calculated simply 

from the changes in the volume fractions of the minerals as: 

 𝜙 = 1 − ∑ 𝑓𝑟𝑚

𝑛𝑚

𝑚−1

 (7) 

where nm is the number of minerals and frm is the volume fraction of mineral m. 

 

Permeability changes associated with the porosity fluctuations calculated in equation (7) can be 

calculated (with certain simplifying assumptions) using the cubic law relationship for fractures 

(Steefel and Lasaga 1994) and the Kozeny-Carmen relationship for matrix ((Costa 2006; 

Berryman and Blair 1987)). Permeability modification using a cubic law relationship can be 

estimated as: 
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 𝑘 = 𝑘𝑖 (
𝜙

𝜙𝑖
)

3

 (8) 

where ki and φi are the initial permeability and porosity. Permeability modification using a 

Kozeny-Carman relationship can be estimated as: 

 𝑘 = 𝑘𝑖

(1 − 𝜙𝑖)
2

(1 − 𝜙)2
(

𝜙

𝜙𝑖
)

3

 (9) 

 

The relationships presented in equations (8) and (9) are idealized with simplifying assumptions. 

In reality, permeability modification in the subsurface is a highly complex subject that is yet not 

fully understood. Laboratory and field evidences have shown that even relatively small quantity 

of mineral precipitations can cause a large drop in the fracture permeability if the precipitates 

plug the fracture aperture. This can be especially true in the case of clay formation in the fault-

zones. The above relations are useful for a generic first-hand analysis when minimum details 

about the fault-zone are available and should be modified based on site-specific needs. The 

reader is encouraged to look into the substantial literature available on the topic of permeability 

modification for further instructions (e.g. (Chilingar 1964; Nelson 1994; Crawford et al. 2002; 

Ehrenberg and Nadeau 2005; Yang and Aplin 2010)). 

 

4 Example of Reactive Transport Modeling of Fault-zones: 

Here, a multiphase reactive transport model of leakage of CO2 and CO2-enriched water along a 

real fault-zone in central Utah is presented as an example for the readers. This model was 

developed and analyzed in detail by (Patil et al. 2017).  
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Reservoirs of naturally occurring CO2 provide as an excellent opportunity to understand the 

long-term impact of sequestering anthropogenic CO2 in subsurface formations (Allis et al. 2005; 

Evans et al. 2004). The Little Grand Wash Fault-zone (LGWF) near Green River, Utah, is a 

leaking fault system that cuts into a deep reservoir of naturally occurring CO2. CO2-enriched 

fluids migrate along the conduit fault-zone all the way to the surface, evidenced by 

calcite/aragonite cement in fractures and massive travertine (freshwater limestone) deposition at 

the surface along the fault line (Figure 2a,b) (Neil M. Burnside et al. 2013). Thus, the LGWF 

displays self-sealing behavior by calcium carbonate (CaCO3) precipitation in the fault outcrops. 

The LGWF may act as a barrier to lateral flow, especially due to juxtaposing of formations as 

result of faulting (Dockrill and Shipton 2010). The different formation waters flowing in from 

the San Rafael Swell in the NE-SW direction become stagnant in the footwall of the fault. CO2 

originating from deeper formations migrates up along the fault and mixes with these waters. The 

inferred potentiometric surface of the Navajo Sandstone from the recharge area to the leakage 

location suggests that artesian pressures exist below the fault location (Hood & Patterson, 1984), 

driving CO2-enriched waters from the Navajo-Wingate and Entrada formations to the surface 

along the LGWF. Crystal Geyser is a cold-water geyser along the LGWF, which erupts CO2-

enriched groundwater from the Navajo-Wingate aquifers, and is a site of active (present-day) 

travertine deposition (Shipton et al. 2005; Heath et al. 2009). Figure 2c provides a schematic 

overview of the LGWF hydrogeology (Vrolijk et al. 2005). 

 

The fault depth of top 300 m was modeled as a one dimensional dual-permeability domain, with 

the fault core and damaged zone simulated as separate domains of the fault with different 

porosity and permeability values. Vertically upward migration and multiphase reactive transport 
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along this fault domain was simulated using the TOUGHREACT simulator (Tianfu Xu et al. 

2006) for 1000 years. The mineralogy and inlet boundary fluid composition were constrained 

based on the actual hydrogeochemical conditions at the LGWF location. Detailed model 

description and parameter values are documented in (Patil et al. 2017).  

 

A numerical index was developed to quantify the ‘rate of self-sealing’ of the fault using the 

changes in the porosity of the damaged zone and the fault core. The porosity of the fault was 

calculated by taking the weighted average of the damaged zone and fault core porosity based on 

the widths of the damaged zone and fault core. The rate of fault self-sealing was calculated as: 

 
𝐹𝑠 =

[
(𝜙0 − 𝜙)

𝜙 ] ∗ 100

𝑡
 

(10) 

where φ0 is the initial porosity of the fault, φ is the porosity of the fault after t years of simulation 

time, and Fs is the rate of fault self-sealing in percentage change in porosity per year. Positive 

value of Fs indicates a self-sealing behavior while negative value indicates a self-enhancing 

behavior. Fs was then calculated spatiotemporally to show the evolution of Fs throughout the 

simulation. 

 

Two key water-rock reaction sequences were evident from the modeling, namely the dissolution 

of primary carbonates followed by precipitation of secondary carbonates, and the incongruent 

dissolution of feldspars followed by precipitation of secondary clays. The porosity in the 

damaged zone increased in the bottom half of the fault depth (∼150–300 m), and decreased in 

the top half (∼0–150 m). Starting with a damaged zone porosity of 0.4, the value increased up to 

0.44 (10% increase) in the bottom half and decreased to as low as 6% (450% decrease) in the top 
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few meters of fault depth over the simulation time of 1000 years. Calcite precipitation was the 

single largest contributor to porosity reduction in damaged zone, followed by dolomite and 

gypsum. This result is in agreement with field observations (Figure 2) and outcrop analyses 

(Dockrill and Shipton 2010; Neil Murray Burnside 2010) of the LGWF. Figure 3 presents key 

results of the LGWF model. 

 

The results of porosity evolution of the damaged zone and overall fault clearly indicate that the 

permeability modification trends for the entire fault closely mimic those in the damaged zone. 

This is a very likely scenario for most conduit faults, since the bulk of the flow is expected to be 

carried out through preferential pathways via interconnected fractures within the damaged zone 

(Matthäi 2003). This points to a very useful advantage of using the dual permeability model as 

described above in place of a single continuum (effective porous medium) for a fault-zone. The 

dual permeability approach helps identify the relative importance of the fault components and 

their individual contribution to the local and regional fluid flow and chemical transport. This 

approach, when combined with the Fa index (equation (1)) developed by (Caine, Evans, and 

Forster 1996), provides a tool for sensitivity analysis of the fault architecture, as demonstrated by 

(Patil et al. 2017). The overall reactive transport behavior of a fault (spatial and temporal 

evolution of fault-zone permeability) can be analyzed against varying Fa values, an exercise 

which can be effective in cases where the data on fault architecture is missing or limited.  

 

The results from the above model also demonstrate a system that is simultaneous “self-sealing” 

(permeability reduction) and “self-enhancing” (permeability enhancement). The facts, that 

minerals dissolving at depth precipitate near the surface and that there is a ‘dissolution front’ that 
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keeps shifting upward along time, evidence that permeability modification due to reactive 

transport along a fault-zone can be a highly spatiotemporally varying problem for which reactive 

transport modeling becomes an important piece of the puzzle (alongside outcrop analysis, 

downhole measurements and laboratory testing). 

 

Usually, mineral precipitation along a fault-zone can be either caused by changes in fluid 

pressure-temperature (e.g. (Herman and Lorah 1987; Han et al. 2013; Yehya and Rice 2020)) or 

by mixing of fluids with different compositions (e.g. (Goldhaber, Reynolds, and Rye 1983; May 

2005) leading to supersaturation of a solid mineral phase. Many fault systems, with vertically 

upward transport along the fault plane and lateral mixing with fluids in the protolith or the 

adjacent host rocks, may have both the mechanisms at play. Such systems may require a two 

dimensional spatial representation with predominantly advective transport along the fault plane 

and diffusive transport across the fracture walls into the matrix. At the LGWF system, while the 

fluids flowing up along the fault do interact with the reservoir fluids in the footwall of the fault-

zone (as evidenced by (Kampman et al. 2014; Busch et al. 2014)), it was found by (Patil et al. 

2017) via geochemical modeling that the rapid pressure loss mechanism precipitated mineral 

mass about two to three orders of magnitude greater than the lateral mixing mechanism. Hence, 

it was justified to adopt a 1D simplification of the model. 

 

The choice of multiphase flow parameters (relative permeability and capillary pressure (RP-CP)) 

can also make a significant impact on the reactive transport predictions. For comparison, (Patil et 

al. 2017) demonstrated the impact of employing 6 distinct RP-CP formulations and parameter 

sets on the predictions on the LGWF model. Results showed that the relative permeability 
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parameters had the most pronounced impact on the depth of dissolution front and the amount of 

calcite precipitation along time. In complex multiphase multimineral systems like the LGWF, 

applying “standard” relative parameters obtained from the literature may not yield accurate 

results, and appropriate measures should be taken to ensure that the data applied to the models is 

closely relevant to the actual system. Laboratory data, whenever available, should be given 

priority. 

 

5 Kinetics of water-rock interactions 

So far, in this review, one half of the reactive transport problem, which is the fluid flow, has been 

discussed. In this section, the other half, which is the geochemical reactions and their kinetics 

will be discussed. Since the interest of this review has been permeability modification in fault-

zones owing to reactive transport, we will focus this discussion on the kinetics of water-rock 

reactions.  

 

Water-rock reactions are heterogeneous surface reactions and most surface reactions have a 

sequential process that involves the following steps (Fogler 1992; Levenspiel 1999; Lasaga 

1998): 

1. Mass transfer of the reactant aqueous species to the near vicinity of the solid surface. 

2. Adsorption of the reactant species onto the mineral surface. 

3. Surface reaction between the mineral and the aqueous species. 

4. Desorption of the product species from the mineral surface into the fluid. 

5. Mass transfer of the product species from the near vicinity of the surface into the bulk 

fluid. 
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Steps 1 and 5 usually happen via diffusion (Lasaga 1984). Some reaction models combine steps 

2, 3 and 4 as surface reaction. 

Each step in the heterogeneous reaction model offers resistance to the reaction (an energy barrier 

to cross). In sequential mechanisms, the slowest of the steps, offering the most resistance, turns 

out to be the ‘rate-determining’ or ‘rate-limiting’ step. This is because in a sequence, the slowest 

reaction becomes a bottle-neck for the overall rate. Hence, if the transport of species to or away 

from the solid surface is much slower than the surface reaction rate (including adsorption-

desorption), then the overall reaction rate is ‘transport-controlled’. If the opposite is true, the 

overall reaction rate is ‘surface reaction-controlled’. Some reactions can have mixed rate 

controls, when the mass transport rates are comparable to the surface reaction rates (Berner 

1978) 

 

Most mineral dissolution reactions at low temperatures are surface-controlled, i.e. the surface 

reaction rates of mineral dissolution are very slow compared to the diffusion rates in the fluid. 

However, some exceptions to this observation could be dissolution reactions happening at very 

low pH conditions, wherein the reactions rates are faster. For example, calcite dissolution is 

diffusion-controlled at pH < 3 and 25ºC (Berner and Morse 1974). Also, many reactions at high 

temperatures tend to be fast enough for the reaction to be either diffusion-controlled or mixed. 

 

Evaluation of these individual rate controls shows that the relative significance of diffusion vs. 

surface reaction may be affected by factors like the ratio of the reactive surface area to the 

diffusion cross-section, the porosity of the medium and the tortuosity of the flow path. It also 
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depends on the degree of disequilibrium and varies with the reaction progress (Murphy, Oelkers, 

and Lichtner 1989). 

 

The reason why it is so important to know about the rate-control over a reaction is because that 

determines how we would define the rate law for that particular reaction. If a reaction has mixed 

control, then both 1) the rate of diffusion of species to and away from the interface to the bulk 

flow, as well as 2) the rate of attachment or detachment of species from active sites on the 

mineral surface, should be included in the rate law. For a multi-component system, this becomes 

very complex and computationally expensive to calculate, especially in reactive transport 

modeling (Steefel and Lasaga 1994). Rate laws applied in most standard reactive transport will 

assume surface-controlled water-rock reactions. 

 

Based on the transition state theory, (Lasaga et al. 1994) developed a rate law for mineral 

dissolution and precipitation (mathematically described in equation (5)) that could be applied to 

modeling of water-rock interactions in the subsurface. Several reservoir scale geochemical and 

reactive transport modeling codes adapted this rate law (e.g. (Steefel and Lasaga 1994; Lichtner 

1996; Parkhurst and Appelo 1999; Tianfu Xu et al. 2004; Bethke 2008). However, this is a 

generic rate equation that has some limitations. This form of the rate law involves deducing 

precipitation law based on dissolution law and the solubility of the mineral at equilibrium. For 

this principle of microscopic reversibility to be true, the precipitation reaction should follow the 

exact reverse mechanism of that of the dissolution reaction. This may not always be the case in 

real systems, especially if the dissolution and precipitation are happening under different pH 

conditions. However, precipitation data do not exist for most minerals as it is very difficult to 
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measure accurately in the laboratory due to various reasons (Palandri and Kharaka 2004). Hence, 

this method gives a convenient way of compensating for the lack of data. Another limiting 

assumption inherent in the rate law equation in equation (5) is that the dissolution and 

precipitation is surface-controlled i.e. the surface reaction is much slower as compared to the rate 

of transport of species away from the surface. As discussed previously in this section, such 

assumption greatly simplifies the calculation of coupled reactive transport and hence is adapted 

by most reactive transport simulators. While this assumption may be valid for many mineral 

reactions, certain reactions should be modeled cautiously to avoid unrealistic predictions. 

 

The rate constant k in the kinetic rate law (equation (5)) is one of the two important parameters 

on which the reaction rate depends. The two most significant factors dictating the value of k are 

pH and temperature. In general, dissolution reaction rates increase with decrease in the pH of the 

solution. Mathematically, 𝑘 ∝ (𝑎𝐻)𝑛 where aH is the activity of proton. n is determined 

experimentally and can be non-integer value, which is explained by the varied surface energetics 

(Lasaga 1984). For some minerals like alumino-silicates, the value of k reduces as the pH 

increases till slightly alkaline. As the solution becomes more alkaline, the value of k increases 

(Lasaga 1984). Rates are generally the slowest when the solution has a near-neutral pH (Palandri 

and Kharaka 2004). The pH dependence of rate constant is accommodated in the general rate 

equation by including multiple reaction mechanisms. The most extensive data is available for 

acid and base mechanism, catalyzed by the H+ and OH- ions. The temperature dependence of k 

is defined by the Arrhenius law. The general mathematical form of the multi-mechanism, 

temperature dependent rate constant is given in equation (6). 
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Reactive mineral surface area, second of the two most important parameters in the rate law 

(equation (5)), is defined as the total active reactive area of a mineral in m2 per kg H2O. It is a 

measure of 1) how much mineral surface is in contact with the fluid, and 2) how much of the 

surface area is active in reaction. The importance of reactive surface area in the rate control was 

realized early on (Lasaga 1981; Helgeson, Murphy, and Aagaard 1984). There have been several 

studies which have developed methods and protocols to measure and estimate the effective 

reactive surface area, using microscopic imaging and other quantitative techniques (e.g. (Rufe 

and Hochella 1999; Landrot et al. 2012; Lai, Moulton, and Krevor 2015)). Yet, the mathematical 

representation of the evolution of reactive surface area of minerals in natural environments 

remains to be a challenge, especially in large-scale continuum models. There are two main 

reasons for this disparity. Firstly, the effects of surface roughness and preferential flow-paths 

(channeling) on the reactive area are very difficult to measure in-situ. Even if the in-situ reactive 

area is measured by techniques described by (Lasaga 1995) and the proceeding literature, it will 

be very difficult to estimate the variance of the measured reactive area over the scale of the 

model due to lack of information about heterogeneity. Secondly, the reactive area evolves 

continuously along time as mineral precipitation/dissolution reactions change the mineral surface 

along the flow-path.  

 

Common methods to estimate surface area are by 1) geometric estimation using mineral grain 

size, and 2) BET surface area measurements. The grain structure of different minerals may result 

in different surface areas. For example, sheet silicates owing to their plate-like structure provide 

an order of magnitude greater surface area as compared to carbonates or feldspars. Swelling of 

clays is a phenomenon that can have huge impacts on the flow-patterns and greatly alter reactive 
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surface area. Extrapolating surface areas measured by these methods to field-scale use is a 

research area with large uncertainties. 

 

(Lasaga 1995) describes an in situ method of measuring surface areas in the field. Usually, the 

specific rate, k (mol/cm2/s), is measured in experiments as observed bulk reaction rate, rbulk, 

(mol/s) by the BET surface area, ABET (cm2), i.e. 𝑘 = 𝑟𝑏𝑢𝑙𝑘 𝐴𝐵𝐸𝑇⁄ . BET surface area gives an area 

value which is an average of each of the surface features (kinks, flat terraces etc.). Now, if we 

observe the dissolution or growth processes quantitatively (e.g. increase or decrease in the width 

of a flow-path over a time interval), we can calculate a surface normal field dissolution or growth 

rate rs (cm or m/s) as change in width of flow path (cm or m) per time (s). If rbulk is the same as 

in both the experimental and field reaction and if ABET is an accurate measure of the reactive 

surface area, then 𝑟𝑠 = 𝑘𝑉 where V is the molar volume (cm3/mol) of the mineral. An analysis of 

such type can give an effective quantitative relationship between the BET surface area and the 

actual reactive surface area. Such in situ measurements however may not be possible to make in 

all situations. Subsequently, it has been shown that sophisticated image analysis can be used to 

supplement the BET surface area measurements for generating sufficiently accurate predictions 

from continuum-scale reactive transport models (Beckingham et al. 2016). 

 

The research community’s understanding of the kinetics of water-rock interactions and its 

application to reactive transport modeling has made significant strides in the last couple of 

decades. Yet, precautions should be taken while adopting generic rate formulations for every 

mineral under consideration. While it is not practical to self-test the kinetics of each mineral of 

interest in the laboratory, it is advisable to conduct a literature search for available kinetic data 
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for the mineral at the reservoir conditions (pH, temperature, pressure and other companion 

minerals) specific to the case being modeled. For example, (Carroll et al. 1998) found that at 

geothermal reservoir conditions the amorphous silica precipitation rates observed in the field 

were about three orders of magnitude higher than those estimated by previous literature data 

based on generic rate law and followed a different rate relationship.  

 

6 Coupled reactive transport and the Damköhler number: 

The Damköhler number (Da) provides a meaningful framework for characterizing subsurface 

fluid flow, wherein a single dimensionless number expresses the sum effect of the coupled 

physical, chemical, and thermal processes (Patil and McPherson 2020). Conceptually, it 

describes the relative speed of chemical reaction and fluid transport in a reactive transport 

system. Different forms of the dimensionless Da may be cast, depending on the type of reaction 

and the mode of solute transport. However, the most basic form of Da is defined as the ratio of 

reaction rate to fluid transport rate. Mathematical formulations of this conceptual Da have been 

presented for reactive flow through aquifers/reservoirs (e.g. (Domenico and Schwartz 1990; 

Ingebritsen and Sanford 1999; Bethke 2008)) and fractures (e.g. (Berkowitz and Zhou 1996; 

Detwiler and Rajaram 2007; Deng and Spycher 2019)), and in wormhole creation (e.g. (Hoefner 

and Fogler 1988; Fredd and Fogler 1998; Talbot and Gdanski 2008)). (Deng, Steefel, et al. 2018) 

extended the formulations to characterize the possible dissolution patterns in a fracture having 

multiple reactive minerals. In all these examples, Da is used as an intrinsic parameter of a 

reactive transport system determined by the reaction rate constant, characteristic flow rate and 

characteristic flow length. However, the assumptions of a constant reaction rate for a mineral 

(especially in the case of multimineral systems with precipitation reactions), and constant fluid 



 27 

velocity (especially in multiphase flow systems) may not hold true in many examples of reactive 

transport in fault-zones (as seen in the example of LGWF in section 4). 

 

An alternate approach to the implementation of Da in such systems is to use it as an 

interpretation tool for spatiotemporal changes predicted by reactive transport simulations. For 

example, (Patil and McPherson 2020) proposed a variant to the traditional Da, one that evolves 

spatiotemporally. Conceptually, each grid cell in the model domain can be assumed as an 

individual CSTR (homogeneous tank reactor) for which Da values can be calculated at each 

time-step. The dimensionless Da for advective and diffusive reactive transport are 

mathematically defined as: 

 𝐷𝑎𝑎𝑑𝑣 =
𝐿𝑟𝑛

𝑣𝑎𝑞𝐶𝑒𝑞
 (11) 

 𝐷𝑎𝑑𝑖𝑓𝑓 =
𝐿2𝑟𝑛

𝐷𝑎𝑞𝐶𝑒𝑞
 (12) 

where L is the width of the grid block in the direction of the flow in m, rn is the rate of 

precipitation or dissolution for the nth mineral in mol/kg of water/s, vaq is the fluid velocity of the 

aqueous phase in m/s, Ceq is the equilibrium concentration of the nth mineral, and Daq is the 

diffusion coefficient of the solute in the aqueous phase in m2/s. 

 

(Patil and McPherson 2020) demonstrated the application of this spatiotemporal Da framework 

to identify the conditions for fault self-sealing due CO2-leakage in geologic carbon sequestration. 

Three typical end-member composition types (sandstone-SS, mudstone-MS, dolomitic 

limestone-DL), one mixed geologic mineral composition (MX) and the LGWF example were 

tested for this analysis at shallow (gaseous CO2) and deep (supercritical CO2) subsurface 
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conditions as a representation of a reasonable range of hydrogeochemical conditions. Results 

indicated that, throughout the suite of conditions, carbonate (primarily calcite) precipitation in 

the shallow depths of the faults (0-100 m) was the most likely mechanism for self-sealing of 

fault-zones. Figure 4 presents a summary plot of Da values for Calcite as a function of physical 

and chemical conditions that were assessed. While a more detailed analysis is presented in (Patil 

and McPherson 2020), some key aspects and implications from the summary Da plot are as 

follows: 

1. Supercritical systems assessed here were generally found closer to chemical equilibrium 

than gaseous systems; gaseous systems showed larger fluctuations in either directions 

from the equilibrium line. 

2. With the exception of SS1 (shallow sandstone), gaseous systems showed larger 

fluctuations in porosity change; largest fluctuations were shown by dolomitic limestone. 

3. All shallow systems showed more propensity to seal by carbonate precipitation than deep 

systems. 

 

Thus, the Damköhler number can be very effectively used either as an intrinsic parameter or as 

spatiotemporal interpretation tool to characterize dynamic reactive transport through fault-zones. 

 

7 Concluding remarks 

Along with providing a critical summary of related literature, the aim of this review was to 

present a perspective to the reader on the nuts and bolts of reactive transport modeling of fault-

zones. Accordingly, this paper presents an overview of conceptual models, the fundamental 

mathematics of the numerical models, an example of reactive transport modeling for a real fault-
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zone, fundamentals of kinetics of water rock interactions, and the coupled analysis of reactive 

transport using the Damköhler number. Key limitations related to each aspect are highlighted, 

with pointers for the readers to overcome or work around them whenever possible. Reactive 

transport in fault-zones can be highly heterogeneous and dynamic, and there will likely not a 

single ‘correct’ way of modeling it. Some skill and experience with not just the numerical 

models but with the hydrogeological and geochemical realities pertaining to real systems is 

essential. In general, the key to ensure that a model is producing meaningful predictions is to 

take cues from field data and observations at multiple stages of the model development. Field 

observations can provide important insights on the controls associated with fluid flow through 

fault-zones. For example, the existence and behavior of faults in the subsurface can be 

hydrogeologically diagnosed by anomalous differences in groundwater levels or fluid pressures 

(in case of hydrocarbons) (Bense et al. 2013). Similarly, the presence of well-interconnected 

fractures is characterized by transient flow conditions with distinct pressure and/or chemical 

disequilibrium (Matthäi 2003). Moreover, depending on the availability of hydrological 

measurements, parameter estimation and inverse modeling methods (e.g. (Doherty 1994; 

Finsterle 1999; Parkhurst and Appelo 1999)) can be employed to calibrate the model parameters 

and improve prediction performance to match reality (e.g. (Mayer et al. 2007; Hong et al. 2017).  

Figure 5 presents the desired workflow of a reactive transport modeling exercise.  

 

A couple of areas that were deemed out of scope for this review, chemical-mechanical coupling 

and multiscale modeling, need to be mentioned as they may hold the key for the future of 

reactive transport modeling of fault-zones. 
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Reactive fluid transport along the fault can lead to mineralogical changes impacting the 

mechanical strength of the fault, potentially affecting the character of fault slip in response to 

earthquakes in the deeper crust (Gratier 2011; Bense et al. 2013; Yehya and Rice 2020). This 

phenomenon is also critical many engineered geological applications, like enhanced geothermal 

systems, wherein the functionality and efficiency of the operation is dependent on the integrity of 

the fractured and faulted host rock (Tomac and Sauter 2018). The need for understanding and 

modeling the coupled effects of the geochemical (mineral precipitation/dissolution) and 

geomechanical (slips or failures) processes have been recognized by recent studies related to 

CO2-Enhanced Oil Recovery (Xiao et al. 2020), geologic CO2 sequestration (Varre et al. 2015; 

Raza et al. 2016) and enhanced geothermal systems (Xiong et al. 2013; Salimzadeh and Nick 

2019). Several recent experimental studies ((Fuchs et al. 2019; Harbert et al. 2020)) have aimed 

at recreating and understanding the chemo-mechanical changes that may occur in highly reactive 

environments such as subsurface CO2 systems. However, such laboratory testing can be limited 

by the timescale. On the other hand, the geomechanical inference from field data is mostly of 

indirect nature (Ilgen et al. 2019). Hence, the mechanics of coupling of geochemical and 

geomechanical processes is yet to quantified for reservoir-scale problems, e.g. modeling fault-

zones, is an area of ongoing research. 

 

Multiscale reactive transport modeling aims at overcoming the limitations of modeling at any 

one scale (e.g. pore scale or REV scale). Reactive fluid flow through fault-zones are inherently a 

multiscale problem, where different processes need to be handled at different scales, as described 

briefly in section 2 of this paper. One aspect of this area of study is upscaling reactive transport 

from pore scale (wherein the models are fundamentally more robust and the results are verifiable 
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and more meaningful from a theoretical standpoint) to reservoir scale (wherein the modeled 

processes are averaged over a certain REV scale but results at this scale are usually more 

meaningful from a practical standpoint). Classically, with this approach, the reactive transport 

processes are solved for at the pore scale and then the results are upscaled to a continuum using 

effective upscaling parameters. However, the approach depends on accurate quantification of 

these upscaling parameters that are not directly measurable (Lichtner and Kang 2007). Over the 

years, it has become computationally viable to build high resolution models continuum, which 

may have the same spatial resolution as the pore-scale model and may not need any hypothetical 

upscaling factors (e.g. (Hao, Smith, and Carroll 2019)). However, an in-depth understanding of 

the spatial distribution of the heterogeneity will be critical for accurate predictions and is 

currently a research challenge, as noted by (Erfani, Joekar-Niasar, and Farajzadeh 2019). The 

second aspect of multiscale modeling is representing different-scaled approachs (pore vs REV 

scale) in a single model. This approach, though computationally more intensive, allows a refined 

way to choose to represent different processes with different scales and then couple them so as to 

receive feedback from each other at each time step (Scheibe et al. 2007; Molins and Knabner 

2019). Apart from imparting a complex structure to the numerical framework that may not be as 

‘user-friendly’ for everyone, the main challenge with this approach lies in the availability of 

experimental data to supplement the added level of complexity to the models. Future research in 

this direction could be (1) towards standardized software for multiscale reactive transport 

modeling (similar to the current industry standards like TOUGHREACT (Tianfu Xu et al. 2012), 

etc.), and (2) towards creating an extensive experimental database for geochemical and 

multiphase flow parameters required to develop these hybrid models. 
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10 Figures: 

 

Figure 1: Schematic of the scale dependency of the flow modeling approach chosen for different fault types. 

Depending on the interest of the modeling exercise, fault processes can range in spatial-scale from micrometers to 

kilometers and in time-scale from seconds to thousands of years. Therefore, the spatiotemporal resolution in the 

data and models can vary tremendously. Model complexity will typically decrease with large spatiotemporal scale. 
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Figure 2: (a) Travertine precipitation along the fault trace, (b) Subsurface fractures in the fault-zone filled with 

CaCO3 (after (Patil et al. 2017)), and (c) Schematic of the conceptual flow model of the LGWF (after (Vrolijk et al. 

2005)). 
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Figure 3: Key results of the LGWF model from (Patil et al. 2017). Evolution of (a) gas saturation, (b) pH, (c) 

porosity and (d) calcite abundance in the damaged zone, and (e) porosity and (f) fault sealing rate Fs for the overall 

fault (after (Patil et al. 2017)). 

 

(a) (b)

(d) (c) 

(e) (f) 
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Figure 4: Summary of Damköhler analysis of calcite precipitation as a mechanism of fault self-sealing under 

different physical and chemical conditions. Top horizontal axis shows predicted percent change in fault porosity 

after 1000 years in terms of minimum value, maximum value, and geometric mean. Positive values of change 

indicate decrease while negative values indicate increase in porosity. Bottom horizontal axis gives the full range of 

Da values calculated over 1000 years that led to the observed changes in porosity. Positive Da values are for 

dissolution while negative are for precipitation of Calcite. Da value zero indicates chemical equilibrium (after (Patil 

and McPherson 2020). 
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Figure 5: Schematic of an ideal reactive transport modeling workflow. Data from field and laboratory 

measurements and numerical frameworks (e.g. Damköhler number framework (Patil and McPherson 2020)) from 

conceptual models are converted to an input parameter set for multiphase reactive transport codes (e.g. 

TOUGHREACT (Tianfu Xu et al. 2012), which yield reservoir-scale models that aim at mimicking or understanding 

certain hydrological processes in natural or engineered systems. The predictions from these models can then be 

compared with active field measurements whenever available for calibration of the model to field reality via inverse 

modeling or other such techniques (e.g. (Doherty 1994)). 
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