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Abstract

We use the Empirical Model of Global Climate (EM-GC) to show that human activity has been responsible for ˜0.14 °C/decade

(range: 0.08 to 0.20) of warming from 1979 to 2010. This EM-GC based quantification of Attributable Anthropogenic Warming

Rate (AAWR) is constrained by the observed global mean surface temperature and ocean heat content records; the largest

contribution to the uncertainty in our estimate of AAWR is imprecise knowledge of the radiative forcing due to tropospheric

aerosols (AER RF). Our value of AAWR is noticeably lower than the mean value from the IPCC 2013 models, 0.22 °C/decade

(range: 0.08 to 0.32) with no overlap of interquartile ranges. We also compute probabilistic forecasts of the rise in GMST where

again the largest source of uncertainty is AER RF, and cast results in terms of the likelihood of achieving either 1.5 °C or 2.0

°C warmings relative to pre-industrial. We show that the likelihoods of limiting global warming to 2°C are 92%, 50%, and 20%

if greenhouse gases follow the RCP 2.6, 4.5, and 6.0 scenarios; the likelihoods of limiting warming to 1.5°C drop to 67%, 10%,

and 0.1% for these same three RCPs. Warming forecasts based upon our EM-GC are more optimistic than found by CMIP5

GCMs, following how many GCMs exhibit faster warming than inferred from the recent climate record. Our EM-GC forecasts

show that aggressive controls on emissions of both CO2 and CH4 starting this decade are needed to limit global warming to

1.5°C with high probability.
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Key Points 15 

 We use an observationally-driven simple climate model to argue with multiple lines of 16 

evidence that global climate models warm too quickly 17 

 We unequivocally agree that greenhouse gas emissions must be limited soon to avoid 18 

extreme global warming 19 

 Achieving the goals of the Paris Agreement is more likely than global climate models 20 

suggest but still requires significant global effort 21 
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 23 

Abstract 24 

We use the Empirical Model of Global Climate (EM-GC) to show that human activity has been 25 

responsible for ~0.14 °C/decade (range: 0.08 to 0.20) of warming from 1979 to 2010. This EM-26 

GC based quantification of Attributable Anthropogenic Warming Rate (AAWR) is constrained 27 

by the observed global mean surface temperature and ocean heat content records; the largest 28 

contribution to the uncertainty in our estimate of AAWR is imprecise knowledge of the radiative 29 

forcing due to tropospheric aerosols (AER RF). Our value of AAWR is noticeably lower than the 30 

mean value from the IPCC 2013 models, 0.22 °C/decade (range: 0.08 to 0.32) with no overlap of 31 

interquartile ranges. We also compute probabilistic forecasts of the rise in GMST where again 32 

the largest source of uncertainty is AER RF, and cast results in terms of the likelihood of 33 

achieving either 1.5 °C or 2.0 °C warmings relative to pre-industrial. We show that the 34 

likelihoods of limiting global warming to 2°C are 92%, 50%, and 20% if greenhouse gases 35 

follow the RCP 2.6, 4.5, and 6.0 scenarios; the likelihoods of limiting warming to 1.5°C drop to 36 

67%, 10%, and 0.1% for these same three RCPs. Warming forecasts based upon our EM-GC are 37 

more optimistic than found by CMIP5 GCMs, following how many GCMs exhibit faster 38 

warming than inferred from the recent climate record. Our EM-GC forecasts show that 39 

aggressive controls on emissions of both CO2 and CH4 starting this decade are needed to limit 40 

global warming to 1.5°C with high probability. 41 

 42 

Plain Language Summary 43 

We use a simple climate model based on observations, the Empirical Model of Global Climate, 44 

to quantify past and future global warming due to human activity. Warming is driven by the 45 

release of greenhouse gases; the largest source of uncertainty in the human contribution to 46 

warming is due aerosols, small suspended particles that cool the planet by an amount that is not 47 

well known. We compare our results to more complex global climate models that are shown to 48 

warm faster than observed over the prior few decades. This pattern persists with projections of 49 

future temperature: while our model produces a wide range of future temperatures due to the 50 

relatively unknown strength of aerosol cooling, our ensemble generally produces lower 51 

temperatures by year 2100 than given by these more complex climate models. As such, our 52 

global warming forecasts provide a more optimistic view that society can keep global warming 53 
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beneath the thresholds set by the Paris Climate Agreement. Nonetheless, to achieve the target of 54 

the Paris Climate Agreement, society must greatly reduce its dependence on fossil fuels within 55 

this decade whereas to achieve the upper limit of this agreement, society must greatly limit fossil 56 

fuel emissions within the next two decades. 57 

 58 

1. Introduction 59 

Changes in Earth’s climate on the decadal to century timescales are influenced by both 60 

anthropogenic and natural factors. Anthropogenic factors include rising concentrations of 61 

greenhouse gases (GHGs) that cause global warming (Lean & Rind, 2008; Santer et al., 2013) 62 

and increased burdens of tropospheric aerosols (hereafter, aerosols) that offset a portion of the 63 

GHG-induced warming (Bond et al., 2013; Kiehl, 2007; Smith & Bond, 2014; Stocker et al., 64 

2013). Natural factors often cited as having a significant influence on global climate include the 65 

El Niño-Southern Oscillation (ENSO), the approximately 11-year solar cycle (total solar 66 

irradiance, TSI), and increases in the stratospheric aerosol optical depth (SAOD) that are the 67 

result of powerful volcanic eruptions (Chylek et al., 2016; Foster & Rahmstorf, 2011; Lean & 68 

Rind, 2008; Santer et al., 2013). Variations in total ocean heat content (OHC), the strength of the 69 

Atlantic Meridional Overturning Circulation (AMOC), and regional oceanic patterns like the 70 

Pacific Decadal Oscillation (PDO) and the Indian Ocean Dipole (IOD) also can influence global 71 

climate, though the extent each of these effects has on climate lacks consensus (Andronova & 72 

Schlesinger, 2000; Chylek et al., 2014; England et al., 2014; Rahmstorf et al., 2015; Rose et al., 73 

2014; Saji et al., 1999; Steinman et al., 2015; Tokarska et al., 2019; Tung & Zhou, 2013). 74 

Feedbacks within the climate system driven by changes in atmospheric water vapor, lapse rate, 75 

clouds, and the surface albedo in response to radiative forcing (RF) induced by GHGs and 76 

aerosols also play a large role in the climate system (Andrews et al., 2012; Bony et al., 2006; Lin 77 

et al., 2019; Sherwood et al., 2020; Zelinka et al., 2013; Zhou et al., 2015). 78 

Our focus is on quantification of the human influence on global climate. We examine the 79 

global monthly mean near surface air temperature anomaly relative to preindustrial (ΔT) from 80 

four data centers, collected over the past century and a half; for the purposes of this paper, we 81 

use a baseline of 1850-1900 as “preindustrial”. We quantify the human influence on ΔT, termed 82 

the Attributable Anthropogenic Warming Rate (AAWR), using an Empirical Model of Global 83 

Climate (EM-GC) (Canty et al., 2013; Hope et al., 2017) that represents all of the factors 84 
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described above. Our determination of AAWR is motivated by Box 10.1 of IPCC’s Fifth 85 

Assessment Report, Working Group I (Stocker et al., 2013), except we divide their Attributable 86 

Anthropogenic Warming (AAW, units of °C) by time to arrive at warming rate (units of 87 

°C/decade). We primarily examine AAWR from the start of 1979 to the end of 2010 (hereafter 88 

1979 to 2010) because AAW is nearly linear over this 32-year interval and this time period has 89 

also been studied by several other papers (Foster & Rahmstorf, 2011; Stocker et al., 2013; Zhou 90 

& Tung, 2013). We also quantify AAWR from archived output of the General Circulation 91 

Models (GCMs) used throughout Stocker et al. (2013)  – hereafter, AR5 – as part of Phase 5 of 92 

the Climate Model Intercomparison Project (CMIP5) (Taylor et al., 2012). 93 

Another key aspect of this study is projection of the rise in ΔT to year 2100 (ΔT2100). 94 

Here, we use values of key model parameters (i.e. ocean heat export efficiency and the sum of 95 

climate feedback mechanisms, defined in section 2) obtained from fitting the historical climate 96 

record to forecast how ΔT and total ocean heat content will rise based on prescribed 97 

anthropogenic GHGs and aerosols. The projections focus solely on the anthropogenic component 98 

of ΔT so that our model results can be related to the Paris Agreement (UNFCCC, 2015). The 99 

agreement seeks to reduce future emissions of GHGs such that the increase in ΔT is “well below 100 

2°C” and to “pursue efforts to limit the temperature increase to 1.5°C above preindustrial” 101 

(UNFCCC, 2015). Of course, future ΔT will also be influenced by natural variability, including 102 

TSI, ENSO, AMOC, and major volcanic eruptions (Chylek et al., 2016; Kavvada et al., 2013; 103 

Lean & Rind, 2009). Although variations in TSI have been forecast and could therefore be used 104 

in our projections, TSI exerts a relatively minor influence on ΔT (Lean & Rind, 2009; Zharkova 105 

et al., 2015). Since the other natural factors cannot be reliably predicted over the coming 106 

decades, we limit our projections of ΔT to the policy-relevant human component. Finally, the 107 

projections of ΔT are also framed in terms of the cumulative amount of carbon that can be 108 

emitted to achieve either the goal (1.5°C) or upper limit (2°C) of the Paris Agreement. 109 

 110 

1.1 Previous estimates of AAWR 111 

Multiple previous studies have examined AAWR, often focusing on 1979 to 2010 and 112 

using multiple linear regression (MLR) to quantify natural and anthropogenic influences on ΔT. 113 

Foster & Rahmstorf (2011) (FR11) suggested an AAWR of 0.170 ± 0.012 °C/decade based on 114 

analysis of version 3 of the ΔT record provided by the Climate Research Unit (HadCRUT3, 115 
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hereafter CRU3) of East Anglia (Jones et al., 2012). They used MLR to remove the influence of 116 

ENSO, SAOD, and TSI on observed ΔT, and then fit the residual to quantify AAWR. Similar 117 

numerical values were reported for AAWR using ΔT from the Goddard Institute of Space 118 

Sciences (GISS, version 4) (Hansen et al., 2010) and the National Centers for Environmental 119 

Information (NCEI, blend of the Global Historical Climate Network-Monthly version 4 and the 120 

International Comprehensive Ocean-Atmosphere Data Set release 3) (Smith et al., 2008). Zhou 121 

& Tung (2013) (ZT13) examined version 4 of the CRU record (HadCRUT4, hereafter CRU4) 122 

and also used an MLR/residual method and concluded AAWR was 0.169 ± 0.019 °C/decade if 123 

temporal variations in the strength of the Atlantic Multidecadal Oscillation (AMO) are ignored. 124 

Most importantly, ZT13 stated that AAWR was 0.070 ± 0.019 °C/decade upon consideration of 125 

variations in the strength of the AMO. We highlight what we believe are shortcomings in the 126 

approaches of the FR11 and ZT13 studies in section §3.2. 127 

Recently, Christy & McNider (2017), hereafter CM17, examined lower-tropospheric 128 

temperatures measured from satellite and radiosondes collected from the start of 1979 to the end 129 

of 2017. They concluded AAWR is 0.096 ± 0.023 °C/decade over this time period. This estimate 130 

covers a range of AAWR that includes the lower value of ZT13 but also suggests the value could 131 

be much higher, between the two possibilities for AAWR given by ZT13. Similar to CM17, we 132 

suggest the actual value of AAWR over 1979 to 2010 lies between the various estimates of FR11 133 

and ZT13, though our value lies closer to the upper end of the range spanned between FR11 and 134 

ZT13. 135 

 136 

1.2 Prior projections of future temperature 137 

While it is certain that continued emissions of GHGs will cause a rise in ΔT, future 138 

warming is also subject to a wide range of uncertainties. One class of uncertainty, termed 139 

scenario uncertainty, is dependent on future atmospheric abundances of GHGs and aerosols. The 140 

CMIP5 community and AR5 adopted the Representative Concentration Pathways (RCPs) (Van 141 

Vuuren, Edmonds, et al., 2011) of GHGs and aerosols as part of an effort to address scenario 142 

uncertainty. Table SPM.2 of AR5 (IPCC, 2013) states that RCP 2.6 (Van Vuuren, Stehfest, et al., 143 

2011) would result in 1.6 ± 0.7 °C warming (5-95% of model range of projections) relative to 144 

preindustrial temperature by the end of the 21
st
 century, while RCP 8.5 (Riahi et al., 2011) would 145 

result in a warming of 4.3 ± 1.1 °C. 146 
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 147 

In addition to the two extreme RCP scenarios of RCP 2.6 and RCP 8.5, our study also 148 

focuses on the RCP 4.5 scenario (Thomson et al., 2011). While we have also examined RCP 6.0 149 

(Masui et al., 2011) we choose to not focus on RCP 6.0 for several reasons. First, there is 150 

significant overlap between the projections for RCP 4.5 and RCP 6.0 among the CMIP5 GCMs 151 

used by AR5: ΔT2100 values of 2.4 °C warming (1.7 °C to 3.2 °C, 5-95% of model range of 152 

projections) for RCP 4.5 compared to 2.8 °C warming (2.0 °C to 3.7 °C) for RCP 6.0. Second, 153 

the CMIP5 GCMs collectively ran many more simulations for RCP 4.5 than for RCP 6.0. Third, 154 

there is much more literature concerning RCP 4.5 for comparison to our results. The time 155 

evolution of atmospheric CO2, CH4, and N2O for the three RCPs we consider, together with 156 

recent observed globally averaged mixing ratios, are shown in Figure 1. 157 

 158 

 159 

 160 

Figure 1. Greenhouse gas abundances for CO2, CH4, and N2O, 1950 to 2100, taken from the 161 

RCP scenarios. Each scenario’s GHG abundances are portrayed in a different color: red for RCP 162 

8.5, light blue for RCP 4.5, and dark blue for RCP 2.6 (Meinshausen et al., 2011). These mixing 163 

ratio time series are combined with those of other minor GHGs to create the GHG RF times 164 

series used in this study. With the exception of CH4, the RCP scenarios are visually hard to 165 

distinguish from each other between their divergence in 2005 and present, though their 166 

divergence becomes clear within the next ten years. Also shown for comparison are observations 167 

(black) for each GHG (data from https://www.esrl.noaa.gov/gmd/ccgg/trends/). 168 

 169 

 170 

https://www.esrl.noaa.gov/gmd/ccgg/trends/
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For a specific GHG scenario, such as RCP 4.5, there is a considerable range in end-of-171 

century warming among various CMIP5 GCMs (e.g., figure SPM.7 of AR5 (IPCC, 2013)), i.e. 172 

model uncertainty. Primary drivers of these differences are uncertainties in climate feedback, the 173 

radiative forcing of climate due to aerosols, and the uptake of heat by the oceans (Forster et al., 174 

2013; Kiehl, 2007; Knutti & Hegerl, 2008). Such model uncertainty can cause a large range of 175 

ΔT2100 found by different GCMs even if they use the same prescribed evolution of GHGs. Policy 176 

decisions geared towards meeting the Paris Climate Agreement must be made considering 177 

scenario and model uncertainty. 178 

Several other approaches have been developed to forecast ΔT. Some approaches use 179 

similar regression analyses of historical records of ΔT (Chylek et al., 2016; Folland et al., 2018; 180 

Lean & Rind, 2009; Suckling et al., 2017). Other simple models use a small number of boxes to 181 

represent the atmosphere, ocean, and/or global carbon cycle (Meinshausen et al., 2009; 182 

Schwartz, 2012). Projections of future ΔT have also been constructed from simple calculations 183 

using emissions or mixing ratios of carbon dioxide that are from prescribed scenarios such as the 184 

RCPs or are based on forecasts of population, economic growth, and other factors (Raftery et al., 185 

2017; Zeng & Geil, 2016). 186 

Many of these studies reach conclusions concerning future global warming generally in 187 

agreement with the CMIP5 GCMs. Often this consensus is due to their models or analyses being 188 

driven by CMIP5 inputs and/or results. Fawcett et al. (2015) used a reduced complexity climate 189 

model constrained by the climate sensitivities from CMIP5 GCMs to conclude GHG emissions 190 

reductions based on the Paris Climate Agreement fall well short of the reductions needed to limit 191 

global warming to 2 °C, and suggest emissions scenarios similar to that associated with RCP 2.6 192 

are needed. Similarly, Raftery et al. (2017) examined projections of population, global economic 193 

output, and the carbon intensity of the world’s economies to conclude that median warming in 194 

2100 would be 3.2 °C (likely range 2 °C to 4.9 °C) with only a 5% chance of remaining beneath 195 

2
 
°C. Raftery et al. (2017) relied on the relationship between carbon emissions and global 196 

warming from the CMIP5 GCMs. 197 

In slight contrast, Chylek et al. (2016) used a standalone regression model to project a 198 

rise in future ΔT of slightly less than 2 °C by end-of-century for RCP 4.5. This warming is 199 

somewhat less than the projected 2.5 °C multi-model mean of 42 CMIP5 GCMs. Another 200 

empirical analysis of ΔT using an energy balance model (Mauritsen & Pincus, 2017) examines 201 
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the relationship between transient, equilibrium, and committed warming for scenarios that either 202 

omit or include the uptake of CO2 by the world’s oceans. They determined that there is a 50% 203 

chance of global warming remaining below 1.5 °C if additional future radiative forcing of 204 

climate (RF) does not exceed 1.2 W m
–2

. This limit would be realized in year 2053 if the current 205 

rate of RF increase (+0.033 W m
–2

 yr
–1

) was kept constant. We reach a broadly similar 206 

conclusion based on our modeling effort with the EM-GC. 207 

 208 

 209 

 210 

Figure 2. Observed and GCM-simulated global warming, 1970-2060. The observed ΔT time 211 

series are taken from four data centers (CRU4, GISS, NCEI, and a fourth option from the 212 

Berkeley Earth group notated as BEG) and are shown in black, with grey error bars representing 213 

the uncertainty from the CRU4 record every ten years. The modeled ΔT time series are taken 214 

from the output of 41 GCMs that participated in CMIP5 over the RCP historical and RCP 4.5 215 

future experiment time periods and are shown individually in light blue. The maximum, mean, 216 

and minimum from the GCM ensemble are shown in dark blue. The green trapezoid represents 217 

the indicative likely range for annual average ΔT for the years 2016 to 2035, and the green bar 218 

represents the likely range for the mean value of ΔT for this two-decade time period, both given 219 

in Chapter 11 of AR5. 220 

 221 

 222 
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Chapter 11 of AR5 (Kirtman et al., 2013) showed that the CMIP5 GCMs tend to 223 

overestimate ΔT for the early part of the 21
st
 century, as shown in Figure 2. This figure 224 

compares time series of ΔT from 41 CMIP5 GCMs (light blue) with the observed temperature 225 

record from the four data centers shown in figure 11.25 of AR5. Due to the tendency for 226 

observed ΔT to be overestimated by the climate models, the authors of Chapter 11 of AR5 227 

prepared an expert judgement of the expected rise in ΔT over the next few decades (green 228 

trapezoid in Figure 2). Notably, these likely ranges of global warming lie below the GCM 229 

ensemble mean. This expert judgement of global warming covers a time period for which all four 230 

RCPs have similar values of RF. As will be shown in section §3, global warming forecasts by the 231 

EM-GC are in close quantitative agreement with this green trapezoid. 232 

Crafting environmental policy based on such a wide range of possible futures is difficult, 233 

even if the physical link between rising GHGs and increasing temperature is well established. 234 

The Transient Climate Response to cumulative carbon Emissions (TCRE) is a metric that was 235 

developed to link global warming to future anthropogenic emissions of CO2 (Gregory et al., 236 

2009). As such, TCRE provides a means for policy makers to exert direct control of global 237 

warming through regulation of CO2 emissions. Chapter 12 of AR5 (Collins et al., 2013) defines 238 

TCRE as the modeled transient increase in ΔT per 1000 GtC of CO2 released to the atmosphere. 239 

Most climate models show that future ΔT increases in a nearly linear fashion with respect to 240 

cumulative emissions of CO2, but this relationship is dependent on the physics and structure of 241 

the climate model, as well as assumptions regarding emissions of other GHGs and the time rate 242 

of change of emitted CO2 (Figure 12.45 of AR5). For example, model experiments that have CO2 243 

concentrations increasing at the rapid rate of 1% per year find a relatively low value for TCRE 244 

compared to simulations with a slower rate of CO2 increase (e.g. Figure SPM.10 (IPCC, 2013)) 245 

because the inertia of the climate system limits the transient temperature response relative to 246 

faster emissions. It is commonly accepted that the transient response of ΔT to rising GHGs is less 247 

than the equilibrium response because certain aspects of the climate system such as the 248 

cryosphere and the transfer of heat into the ocean occur on multi-year timescales. Chapter 12 of 249 

AR5 (Collins et al., 2013) states that TCRE likely lies between 0.8°C to 2.5°C per 1000 GtC. 250 

The CMIP5 GCMs tend to lie toward the high end of this range for TCRE, whereas projections 251 

of global warming found using our approach (section §3) lie toward the lower end. 252 

 253 
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1.3 Overview of this work 254 

The Empirical Model of Global Climate (EM-GC) used in this study builds upon the 255 

framework first described by Canty et al. (2013). This work also builds on Hope et al. (2017), 256 

who used an earlier version of the model to conduct similar analysis. The EM-GC uses MLR 257 

combined with a two-module ocean-atmosphere approach to simulate observed monthly 258 

variations in ΔT. The MLR component uses an equation that represents numerous anthropogenic 259 

and natural factors that drive variations in global climate. The version of the EM-GC used here 260 

considers several factors not present in most other MLR-based analyses, and includes several 261 

important updates since Hope et al. (2017), especially in the ocean module, as described in 262 

section 2. 263 

Section 3 presents results from the EM-GC concerning AAWR and projection of ΔT out 264 

to year 2100. Differences in these quantities between the EM-GC and other works are also 265 

described in section 3, as are analyses of these differences and how the EM-GC works. We 266 

present our conclusions and how the EM-GC results fit into the climate modeling community’s 267 

knowledge of the climate system in section 4. 268 

 269 

2. Model construction 270 

The EM-GC provides a mathematical representation of the factors that govern the global 271 

mean surface temperature anomaly (ΔT). We compute numerical values of climate amplification 272 

(γ) and the efficiency of heat transfer from the atmosphere to the ocean (κ) based on the observed 273 

climate record. We then use these values of γ and κ to project future ΔT. While MLRs have been 274 

used to conduct similar calculations by other groups, our EM-GC includes several components 275 

not included in these other models. These differences include the long-term export of heat from 276 

the atmosphere to the ocean, a comprehensive treatment of tropospheric aerosols, and the 277 

influence on global climate from variations in the strength of Atlantic Multidecadal Variability 278 

(AMV, which we use as a proxy for AMOC), and a new probability weighting method for the 279 

large ensemble of ΔT projections that incorporates the expert judgement of aerosol RF given in 280 

Chapter 8 of AR5 (Myhre et al., 2013). 281 

The EM-GC is an ensemble-based model whose parameter space spans a large range of 282 

possible values for both the strength of the climate feedback and the historical strength of 283 

anthropogenic aerosol forcing. The overall ensemble is filtered based on a set of model 284 
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parameters that quantify a statistically acceptable fit (χ
2
 ≤ 2, described below) between observed 285 

and modeled historical ΔT and ocean heat content (OHC). These simulations of historical ΔT 286 

and OHC are then used to create a corresponding ensemble forecasts of ΔT, which allows for a 287 

detailed statistical analysis of the impact of uncertainty in aerosol RF and climate feedback on 288 

future global warming. 289 

In the four following sections, we describe the model equations and input data, 290 

representation of the ocean component, climate sensitivity and feedbacks, and the different 291 

modes of the EM-GC. 292 

 293 

2.1 EM-GC core equations 294 

The EM-GC simulation of observed ΔT uses a MLR-based analysis of the flow of energy 295 

between major components of Earth’s climate system. The main equations of the EM-GC are:  296 

 297 

 
Δ𝑇𝑀𝐷𝐿 𝑖 =

1 + 𝛾

𝜆𝑝

{𝐺𝐻𝐺 𝑅𝐹𝑖 + 𝐴𝐸𝑅 𝑅𝐹𝑖 + 𝐿𝑈𝐶 𝑅𝐹𝑖 − 0.671𝑄𝑂𝐶𝐸𝐴𝑁 𝑖} + 𝐶0 + 𝐶1

× 𝑆𝐴𝑂𝐷𝑖−6 + 𝐶2 × 𝑇𝑆𝐼𝑖−1 + 𝐶3 × 𝐸𝑁𝑆𝑂𝑖−2 + 𝐶4 × 𝐴𝑀𝑉𝑖 + 𝐶5

× 𝑃𝐷𝑂𝑖 + 𝐶6 × 𝐼𝑂𝐷𝑖 

(

1a) 

 298 

 

𝐶𝑜𝑠𝑡 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 = ∑
(Δ𝑇𝑀𝐷𝐿 𝑖 − Δ𝑇𝑂𝐵𝑆 𝑖)2

𝜎𝑂𝐵𝑆 𝑖
2

𝑁𝑀𝑂𝑁𝑇𝐻𝑆

𝑖=1

 
(

1b) 

 299 

 

χ2 =
1

(𝑁𝑌𝑅𝑆 − 𝑁𝐷𝑂𝐹 − 1)
∑

(< Δ𝑇𝑀𝐷𝐿 >𝑗 −< Δ𝑇𝑂𝐵𝑆 >𝑗)
2

 

< 𝜎𝑂𝐵𝑆 >𝑗
2

𝑁𝑌𝑅𝑆

𝑗=1

 (1c) 

where λP =3.2 W m
−2

 °C
−1

 (Planck response), γ is the dimensionless climate amplification term, 300 

C0 to C6 are regression coefficients, and i is an index for month. This model representation of 301 

ΔTMDL i considers four anthropogenic factors (GHGs, net anthropogenic tropospheric aerosols 302 

[AER], land use change [LUC], and ocean heat export [QOCEAN]) as well as six natural factors 303 

(SAOD, TSI, ENSO, AMV, PDO, and IOD). The data inputs for all factors aside from QOCEAN 304 

are either taken directly or modified slightly from outside sources, while QOCEAN is calculated 305 

within the EM-GC. (Section §2.2 below defines QOCEAN and its governing equations; the 306 
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multiplication of QOCEAN by 0.671 in Equation 1a represents an area correction between QOCEAN 307 

as computed in the ocean module and its effect on the atmosphere.) The sources for all of our 308 

input data and the small changes we apply to them are fully documented in sections §2.1.1 and 309 

§2.1.2 below. 310 

Each member of an EM-GC ensemble uses the same natural factors, ΔTOBS record, OHC 311 

record, GHG forcing time series, and LUC forcing time series. The ensemble members vary as 312 

each is constrained to different assumed values for AER radiative forcing and γ. The 313 

anthropogenic components for each run are fed into the OHC submodule of the EM-GC to 314 

calculate QOCEAN. The submodule produces estimates for global average sea surface temperatures 315 

(SSTs) and the human component of ΔTMDL. These two temperature time series are used to 316 

recalculate QOCEAN, and the submodule iterates this process until those three quantities (i.e. SSTs, 317 

TMDL-HUMAN, and QOCEAN) remains stable between iterations. 318 

We then solve for the seven regression coefficients (Ci) by minimizing the cost function 319 

(Equation 1b), accounting for the 1σ uncertainty in each value of monthly global mean observed 320 

temperature (ΔTOBS i). The temperature records used to prescribe ΔTOBS i are based on one of the 321 

previously mentioned CRU4, GISS, and NCEI data sets, as well as a fourth option from the 322 

Berkeley Earth group (BEG) (Rohde et al., 2013). The terms in the cost function are indexed 323 

over the total number of months (NMONTHS) for which ΔTOBS i are available, either 2040 months 324 

(Jan.1850 to Dec.2019) for CRU4 and BEG or 1680 months (Jan.1880 to Dec.2019) for GISS 325 

and NCEI. 326 

Our modeling approach also makes use of reduced chi-squared (χ
2
) that defines the 327 

goodness-of-fit between observed and modeled ΔT (Equation 1c). In equation 1c, NYRS represents 328 

the total number of years for which ΔTOBS i are available (170 years for CRU4 and BEG; 140 329 

years for GISS and NCEI) and < > denotes annual average. Unless otherwise stated, the number 330 

of degrees of freedom (NDOF) in this study is nine: the climate amplification term, an ocean heat 331 

surface diffusivity parameter, and the seven regression coefficients. The EM-GC can run with 332 

any selection of our natural and anthropogenic variables included or excluded, potentially 333 

reducing NDOF. The equation for χ
2
 is based on annual averages of observed and modeled ΔT 334 

because the autocorrelations of ΔTOBS and ΔTMDL exhibit similar shapes when examined as 335 

annual averages, but do not match on the monthly time grid (Canty et al., 2013). Therefore, the 336 

use of annual averages reduces the effect of high-frequency variations of ΔTOBS that are not 337 
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captured by the model. Nonetheless, the model framework is expressed in terms of monthly time 338 

series for all quantities to properly quantify the effect of factors such as major volcanic eruptions 339 

and ENSO on global climate. 340 

We compute two other versions of χ
2
 as well. While equation 1c as described above is 341 

defined for ΔT over the full time period of available observations, we additionally compute 342 

reduced chi-squared using the same framework both for OHC over the full time period of OHC 343 

and for ΔT over the most recent 80 years. As the EM-GC is designed to fit both atmospheric and 344 

oceanic observations, we do not consider simulations with acceptable fits to ΔTOBS if they do not 345 

also provide an acceptable fit between OHCMDL and OHCOBS. We then consider χ
2
 for ΔT over 346 

the past 80 years because a combination of factors makes it possible to achieve an acceptable fit 347 

(i.e., χ
2
  2) for the full time series of ΔTOBS while significantly over- or under-estimating 348 

warming during the last 30 to 50 years. Since the most recent several decades are a focus of our 349 

study, a lack of fit of TOBS over this period would confound meaningful analysis. We choose a 350 

length of 80 years to assure that all semi-oscillatory natural forcing factors experience at least 351 

one full cycle within the years of consideration (PDO and AMV vary on time scales of up to 60 352 

or 70 years). 353 

Figure 3 provides a visual representation of our model (i.e. Equations 1a-c) by showing a 354 

single run from an EM-GC ensemble with the best fits to ΔTOBS when using a time series for 355 

aerosol radiative forcing (AER RF) that matches the IPCC most-likely value of AER RF in 2011. 356 

We refer to this depiction of the EM-GC’s components as a “ladder plot”. The top rung of Figure 357 

3a shows model input (ΔTOBS i, black) and output (ΔTMDL i, red). The second and third rungs of 358 

Figure 3a show the anthropogenic components of ΔTMDL, both separated (second rung) and 359 

combined (third rung). GHG RF in this run is based on the RCP 4.5 time series for CO2, CH4, 360 

N2O, and other GHGs (Meinshausen et al., 2011; Thomson et al., 2011). Nearly identical results 361 

are found upon use of RCP 8.5 or RCP 2.6, because the RCP scenarios use the same historical 362 

data for all species until 2005 (Figure 1). The time series for AER RF used in Figure 3a is based 363 

upon our analysis of direct RF due to six aerosol types provided by RCP (Lamarque et al., 2011), 364 

combined and expanded to include the indirect aerosol effect as well, as described in section 365 

§2.1.2. LUC RF is taken from Table AII.1.2 of AR5. Our QOCEAN, the export of heat from the 366 

atmosphere to the ocean, is found by simulating the long-term observed rise in OHC, as 367 
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described in section §2.2.  The net human time series in the third rung (gold line) serves as the 368 

basis for calculating AAWR and is further discussed in section §2.3. 369 

 370 

 371 

Figure 3. Observed and modeled ΔT, 1850 to 2019, relative to a preindustrial baseline (1850 to 372 

1900).  Ladder plots showing observed ΔT from CRU4 (top rung of Figure 3a, black line), the 373 

EM-GC simulation of ΔT from CRU4 (top rung, red line), ΔTHUMAN (third rung of Figure 3a, 374 

gold line) and its components (second rung of 3a), AAWR (third rung of 3a, dashed black line), 375 

and contributions to ΔT from various natural factors (TSI, second rung of 3c, purple line; SAOD, 376 

first rung of 3c, light blue line; ENSO as measured by the Multivariate ENSO Index version 2, 377 

third rung of 3c, crimson line; AMV with 9-year Fourier filtering as our AMOC proxy, fourth 378 

rung on 3c, green line; PDO with 10-year smoothing, fifth rung of 3c, indigo line; IOD, sixth 379 

rung of 3c, pink line). Figure 3b shows the model-simulated rise in OHC (red line) from the top 380 

700 m compared to the average of five OHC data sets (black line; blue error bars show the 1σ 381 

standard deviation of these data about mean OHC). 382 

 383 

 384 
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The lower-left rung of the ladder plot (Figure 3b) depicts the modeled increase in OHC 385 

(red curve, proportional to the summation of QOCEAN via equation 2) and the observed rise in 386 

OHC (black line). In Figure 3b, the observed OHC is based upon the average of five data sets 387 

(Balmaseda et al., 2013; Carton et al., 2018; Cheng et al., 2016; Ishii et al., 2017; Levitus et al., 388 

2012) such that the average is taken for each year when at least three of the five data sets provide 389 

an annual value (see Figure S1). The modeled increase in OHC is related to QOCEAN as follows: 390 

 
𝑂𝐻𝐶𝑀𝐷𝐿 𝑖 = 𝐴𝑂𝐶𝐸𝐴𝑁 × 0.7 ∑ [𝑄𝑂𝐶𝐸𝐴𝑁 𝑚 × 𝑡𝑚]

𝑖

𝑚=0

 (2) 

In equation 2, AOCEAN is 3.3×10
14

 m
2
 (Domingues et al., 2008), and tm is the time length 391 

for month m in seconds, with m=0 representing the first month of a model run (e.g. January 1850 392 

for runs using CRU4). The factor of 0.7 is used to account for the fact that the OHC data sets we 393 

use represent only the top 700 m of the oceans, which hold roughly 70% of the total heat content 394 

of the ocean (Sect. 5.2.2.1 of Solomon (2007)). We verified this value of roughly 70% by 395 

comparing the OHC time series for the upper 700 m to the time series for the upper 2000 m or 396 

full ocean for the three data sources that provided time series for multiple depths (Balmaseda et 397 

al., 2013; Carton et al., 2018; Levitus et al., 2012). 398 

The influences on ΔT of solar irradiance, volcanoes, ENSO, AMOC, PDO, and IOD are 399 

shown on the six rungs on Figure 3c. The sum of the variations in ΔT due to the six natural 400 

factors (Figure 3c) and the four anthropogenic factors (third rung of Figure 3a) plus the 401 

regression constant (C0) equal ΔTMDL. The overall agreement between the black and red lines in 402 

Figure 3a demonstrates the ability of the EM-GC to capture much of the variability and rise in 403 

global mean surface temperature over the past century and a half. 404 

 405 

2.1.1 Model input, natural factors 406 

In this section, we describe the data used to define model inputs for stratospheric optical 407 

depth (SAOD), total solar irradiance (TSI), the El Niño-Southern Oscillation (ENSO), the 408 

Atlantic Multidecadal Variability (AMV), Pacific Decadal Oscillation (PDO), and the Indian 409 

Ocean Dipole (IOD). Table A1 provides URLs of the websites that host these data records. 410 

The time series for SAOD is a combination of two data sources. The first source is the 411 

recommended input for Phase 6 of the Climate Model Intercomparison Project (CMIP6). This 412 

CMIP6 SAOD time series is a combination of the Volcanic Model Intercomparison Project 413 
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(Zanchettin et al., 2016) for enhanced values of SAOD before the satellite era, Arfeuille et al. 414 

(2014) for background values before the satellite era, and the GloSSAC data set (Thomason et 415 

al., 2016) for all values during the satellite era. GloSSAC has since been extended past the last 416 

year of CMIP6 (Thomason et al., 2018). We then use the Cloud-Aerosol Lidar and Infrared 417 

Pathfinder Satellite Observations (CALIPSO) data (Vaughan et al., 2004) for year 2019 as our 418 

second source since the GloSSAC record available at time of paper submission ends in Dec 419 

2018. The GloSSAC and CALIPSO data are available as SAOD values by latitude; we create 420 

SAOD values by latitude for years before 1979 by taking extinction coefficients and integrating 421 

them from the tropopause to the top of the atmosphere. We then weight each latitude band by 422 

area to reach a near-global SAOD time series (80°S to 80°N). The three data sets, as presently 423 

available, match very closely during their respective time periods of overlap, though we do apply 424 

a small adjustment to bring CALIPSO in line with GloSSAC. We treat SAOD after 2019 in the 425 

same way that we treat all of our natural factors from 2020 onward: we flatline the data at a 426 

value near zero representative of the current, non-volcanic background. As SAOD has a small 427 

background value, it is the only natural time series in the EM-GC that uses a nonzero value into 428 

the future (specifically, the December 2019 value of SAOD from CALIPSO). The final SAOD  429 

time series is then lagged by six months in equation 1a to match the delay between surface 430 

forcing and the thermodynamic response to major volcanic eruptions found by Thompson et al. 431 

(2009) which is the same time lag that has been used in other MLR studies (Foster & Rahmstorf, 432 

2011; Lean & Rind, 2008). 433 

The time series of TSI used in the EM-GC is constructed from two data sets. TSI data up 434 

to 2014 are an average of two solar models, one empirical and one semi-empirical (Matthes et 435 

al., 2017); TSI data after 2014 are from satellite-based solar radiance measurements (Dudok de 436 

Wit et al., 2017). These two data sets agree well at the point of merging. The EM-GC can 437 

propagate the underlying 11-year solar cycle past 2019, but in this analysis we flatline TSI in the 438 

future. We make this choice so that future projections of ΔT are based solely on anthropogenic 439 

forcing. A one-month lag for TSI is used in equation 1a, because this lag yields the largest value 440 

of C2. Lagging TSI is a common approach for quantifying the slight temporal offset of ΔT in 441 

response to variations in total solar output (Lean & Rind, 2008). 442 

The proxy for variations in the strength of the El Niño-Southern Oscillation used here is 443 

built around the Multivariate ENSO Index version 2 (MEIv2) (Wolter & Timlin, 1993; Zhang et 444 
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al., 2019). The MEI time series, regularly updated, consists of a principle component analysis of 445 

five physical quantities (sea level pressure, sea surface temperature, surface zonal winds, surface 446 

meridional winds, and outgoing longwave radiation) that represent the state of the tropical ocean-447 

atmosphere system. The MEIv2 record begins in 1979. To provide data back to 1870, we 448 

prepend the MEI-extended record (Wolter & Timlin, 2011), which uses a weighted combination 449 

of two components (SSTs and the Southern Oscillation time series); the MEI-extended was 450 

created as an extension of the original MEI record (Wolter & Timlin, 1993) that uses six physical 451 

quantities instead of five. To extend the MEI-based data record from 1869 back to 1850, we 452 

manually compute the SST average over the ocean surface area considered in the MEI records. 453 

To prevent data shock, we increase the MEIv2 values by a constant offset so that its average 454 

from 1979 to 2005 matches the average of the MEI-extended over the same time period (which is 455 

the extent of their overlap). A two-month lag has been applied to the ENSO index in equation 1a, 456 

because this lag provides the highest correlation with the simulated response of ΔT to ENSO 457 

found using a thermodynamic approach (Thompson et al., 2009). The process used to determine 458 

this lag from ENSO is described in Canty et al. (2013); this two-month lag is the same as used in 459 

other MLR studies (e.g. Lean & Rind (2008) and FR11). The EM-GC is capable of using five 460 

other ENSO data sets: the original MEI-based record (i.e. not MEIv2-based) as used in previous 461 

iterations of the EM-GC (Canty et al., 2013; Hope et al., 2017), the Tropical Pacific Index 462 

(Zhang et al., 1997), the Niño 3.4 index (Trenberth, 1997), the Cold Tongue Index (Deser & 463 

Wallace, 1990), and the thermodynamic index of Thompson et al. (2009). Our scientific 464 

conclusions are entirely insensitive to which ENSO index is used. Here we choose to focus on 465 

the MEIv2 as its multiple-component construction leads to a robust time series with less noise 466 

than other ENSO time series, particularly those that are based only on SST averages. 467 

Our AMV index is based on the area weighted, monthly mean SST in the Atlantic Ocean, 468 

between the equator and 60°N (Schlesinger & Ramankutty, 1994). We detrend the AMV index 469 

using the RF anomaly due to human activity over the century-and-a-half time period of analysis, 470 

as described in section §3.2.3 of Canty et al. (2013). This detrending process removes the 471 

influence of long-term global warming on the AMV time series; without this external influence, 472 

the detrended index can serve as a proxy for variations in the strength of the Atlantic Meridional 473 

Overturning Circulation (AMOC) (Knight et al., 2005; Medhaug & Furevik, 2011; Stouffer et 474 

al., 2006). Since AMOC is slowly varying, if it affects the climate with AMV as a proxy, then 475 
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high-frequency components of the AMV would be indicative of influence from non-AMOC 476 

factors (such as ENSO) or noise. As such, our AMV index is also Fourier-filtered to remove all 477 

components with temporal variations shorter than nine years, as described in Canty et al. (2013). 478 

The resulting index represents anomalies in the north Atlantic SST that vary on time scales of a 479 

decade or longer and are decoupled from human influence. 480 

For the Atlantic signal, we have also tested the LOWESS filtering of ZT13, the “Atlantic 481 

Water Variability index” of Pausata et al. (2015), and the “Atlantic gyre index” of Rahmstorf et 482 

al. (2015), and two other levels of Fourier filtering of the AMV. Our main results concerning 483 

AAWR are insensitive to the proxy used for AMOC, though the water variability index and gyre 484 

index both have little to no expression in the climate record (i.e. the EM-GC returns near-zero 485 

values for regression coefficient C4). As such, we favor using the AMV with nine-year filtering 486 

and anthropogenic detrending as the AMOC proxy in our regressions. Including AMV produces 487 

relatively low values for χ
2
, allowing our ensembles to include more members without biasing 488 

either AAWR or γ (which determines the trend of future temperatures). We have not yet tested 489 

the North Atlantic Variability Index (NAVI), an alternative to AMV (Haustein et al., 2019). 490 

However, near-zero values for C4 are found for several other proxies for AMOC and the 491 

resulting values of AAWR and ΔT2100 are similar to those shown when AMV is used in the 492 

regression. We expect the NAVI (Haustein et al., 2019) to be inconsequential for our general 493 

scientific conclusions (section §3.1) because values of AAWR and ΔT2100 found in our model 494 

framework are insensitive to various other proposed proxies for AMOC, as well as the omission 495 

of a proxy for AMOC from our regression. 496 

Directly measuring the AMOC, namely its overall rate and volume of flow, is inherently 497 

difficult and has not been done over a long enough time period to be used in the EM-GC. 498 

However, observations of AMOC have been made in recent years. An analysis of a 14 year 499 

(April 2004 to September 2018) time series of data from the RAPID-AMOC program (Duchez et 500 

al., 2014) reveals a decline in the strength of AMOC over this time period (Smeed et al., 2017; 501 

Srokosz & Bryden, 2015), similar to that shown by the AMV over these same years (Figure 3c). 502 

The PDO represents the temporal evolution of temperature and sea level pressure of the 503 

Pacific Ocean poleward of 20°N (Zhang et al., 1997). The PDO index, which begins in 1900 and 504 

extends to present, represents the response of circulation in the Pacific Ocean to atmospheric 505 

forcing (Saravanan & McWilliams, 1998; Wu & Liu, 2003). This index is regularly updated by 506 
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the University of Washington. The EM-GC also has the capability to use the Interdecadal Pacific 507 

Oscillation (IPO) index to represent the influence of the Pacific Ocean on global climate, rather 508 

than the PDO. For comparison to our decadal-filtered Atlantic signal, we use a 10-year running 509 

mean of PDO (or IPO) in our analysis, a method reflected in other studies that attempt to link the 510 

Pacific signal to global temperature patterns (England et al., 2014). In this paper, we use the 10-511 

year average of the PDO; using the IPO or using different smoothing times does not change our 512 

results. We have also attempted to take the integral of the PDO to address the idea that the sign 513 

of PDO affects the trend of ΔT, but taking the integral of PDO produces a time series with an 514 

uncharacteristically large peak in the middle of the time series and few other features relating to 515 

ΔTOBS, leading to very small values for C5. As detailed in Canty et al. (2013), variations in ΔT 516 

are more strongly influenced by the Atlantic Ocean than the Pacific, regardless of the treatment 517 

of PDO. That said, the Pacific signal is stronger than the Atlantic signal in some select ensemble 518 

members with strong aerosol forcing or with Atlantic proxies that exhibit inherently weak fits to 519 

the ΔTOBS record. 520 

A proxy for variations in the circulation of the Indian Ocean is also used, so that all three 521 

major ocean basins are represented. We use the Indian Ocean Dipole (IOD) index as defined Saji 522 

et al. (1999), which represents the temperature gradient between the Western and Southeastern 523 

portions of the equatorial Indian Ocean. The IOD time series we use is made with SSTs from the 524 

Centennial in situ Observation-Based Estimate record (Ishii et al., 2005). We find that influence 525 

of the Indian Ocean on ΔT is small, likely due to the size of this ocean basin relative to those of 526 

the Atlantic and Pacific. 527 

 528 

2.1.2 Model inputs, anthropogenic factors 529 

 The anthropogenic inputs included in the EM-GC are greenhouse gases, tropospheric 530 

aerosols, land use change, and the long-term export of heat into the ocean in response to 531 

anthropogenic atmospheric warming. All data mentioned below can be found online, with source 532 

websites and other comments listed in Table A2. 533 

Atmospheric abundances of the main drivers of the anthropogenic RF of climate – the 534 

well-mixed greenhouse gases CO2, CH4, and N2O – are taken directly from the RCP scenarios 535 

(Meinshausen et al., 2011). For these and other GHGs referenced to Meinshausen et al. (2011), 536 

we specifically use data from files provided by the Potsdam Institute for Climate Research 537 
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(PICR, URL in Table A2). Annual mixing ratios for each gas are converted to radiative forcing, 538 

using the equations from Myhre (1998) and initial values from table AII.1.1a in AR5. The RF 539 

values are interpolated onto the EM-GC’s monthly time grid, with annual RF treated as midyear 540 

conditions. The projected mixing ratio of CH4 in year 2100 is dramatically higher in RCP 8.5 541 

(3.48 ppm) compared to RCP 4.5 (1.54 ppm) (Figure 1). To quantify the sensitivity of global 542 

warming to CH4, we have defined four new hybrid scenarios for CH4 that are linear 543 

combinations of RCP 4.5 and RCP 8.5 (Figure S2). The RF of CH4 for the RCPs used here 544 

differs slightly from values of RF for CH4 archived at PICR, due to the update for the 545 

preindustrial value for CH4 given in table AII.1.1a of AR5. 546 

Other greenhouse gases include tropospheric ozone (O3), stratospheric-ozone-depleting 547 

substances (CFCs, HCFCs, CCl4, CH3Cl, CH3Br, etc.), and other F-gases (HFCs, PFCs, and 548 

SF6). Prior and future RF of climate due to tropospheric O3 is taken directly from Meinshausen et 549 

al. (2011) for each RCP scenario. The increase in RF of climate due to tropospheric O3 between 550 

1750 and 2011 is nearly equal to that of CH4, albeit with much larger uncertainty. The various 551 

RCPs project different future RFs due to tropospheric O3, with RCP 8.5 being the largest. The 552 

RF of climate due to ozone-depleting substances (ODS), HFCs, PFCs, and SF6 are all also taken 553 

directly from the RCPs, via PICR. 554 

We consider numerous anthropogenic aerosol scenarios that represent a wide range of 555 

total (direct and indirect) RF of climate due to the aerosols. This wide range is essential for 556 

consideration because the historical effect of aerosols on climate is not well-known (Myhre et al., 557 

2013), whereas future AER RF is projected to decline due to air quality regulations (Smith & 558 

Bond, 2014). The climate record can be well-simulated by an aerosol scenario for which the RF 559 

of climate due to GHGs has been considerably offset by aerosol cooling: in this case, large 560 

values for the sum of climate feedback mechanisms (section §2.3) are needed to match the 561 

observed rise in ΔT. The climate record can be fit just as well by a scenario for which RF due to 562 

GHGs has barely been offset by aerosol cooling, in which case small values for the sum of 563 

climate feedback mechanisms are required to match ΔT. If we assume that the feedback inferred 564 

from the prior climate record will persist into the future, the strong aerosol cooling case will lead 565 

to much larger future warming than the weaker cooling case (Knutti & Hegerl, 2008). The need 566 

to consider this relation between AER RF and feedback drives the wide range of scenarios for 567 

AER RF described below. We will often refer to a given AER RF time series by the value in year 568 
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2011 (AER RF2011) in order to relate our results to estimates of AER RF2011 given in chapter 8 of 569 

AR5 (Myhre et al., 2013). 570 

We construct our AER RF scenarios based on forcing data from the RCP database. First, 571 

the direct RF for six types of aerosols (sulfate, black carbon, nitrate, dust, organic carbon, and 572 

biomass burning products) are obtained from PICR for each RCP scenario (Lamarque et al., 573 

2011). These direct RF estimates were tied to the state of knowledge that guided the fourth IPCC 574 

assessment report (Solomon, 2007). As was done in Canty et al. (2013), we use direct RF as 575 

given by PICR for five of the six aerosol species; for sulfate, Smith et al. (2011) is used instead 576 

because the PICR sulfate data do not reflect sulfate emissions well. In our study, the direct RF 577 

time series for each component has been scaled to match values of direct RF in 2011 given by 578 

chapter 8 of AR5 (Myhre et al., 2013), as noted in the caption of Figure S3. This matching 579 

process includes eliminating the effect of biomass burning on RF of climate, as AR5 chapter 8 580 

estimated that the RF due to biomass burning in 2011 was zero. Physically, biomass burning can 581 

conceivably provide no RF impact as a result of cancellation between the warming due to black 582 

carbon and the cooling due to organic aerosols products (sections 7.5.2.2 and 8.3.4.2 of AR5). 583 

Our scientific conclusions would be unaffected had we used the RCP AER RF time series 584 

directly, as archived by PICR. Nonetheless, we scale to AR5 values of direct RF in 2011 so that 585 

our study is consistent with the consensus of the scientific community at the time of paper 586 

submission. 587 

We perform a second scaling on the aerosol direct RF time series to mathematically 588 

simulate the aerosol indirect effect, e.g. cloud-aerosol interactions, with the goal of reaching the 589 

AR5 best estimate for total aerosol forcing of –0.9 W/m
2
 in 2011. First we separate the direct RF 590 

time series into a cooling group – sulfates, mineral dust, primary and secondary organic aerosols, 591 

and nitrates – and a warming “group” of black carbon; as biomass burning products were zeroed 592 

earlier, they do not factor into the remainder of this analysis. Second, we take the ratio of the 593 

sulfate total RF to the sulfate direct RF based on Smith et al. (2011) and Stern (2006) as 594 

described in Canty et al. (2013), a scaling of 2.432. We apply this ratio to the cooling group 595 

overall as the scaling factor to change the direct RF time series of the cooling group to the 596 

respective total RF time series. We term the value used to scale direct-to-total RF for the cooling 597 

group as αCOOL. Next, we find the respective direct-to-total ratio for the heating group – αHEAT, in 598 

this case 2.188 – needed to make the total cooling RF times series and total heating RF time 599 
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series add together such that the value in 2011 is –0.9 W/m
2
, which is AR5’s best estimate of 600 

effective AER RF2011. 601 

To simulate the uncertainty in historical AER RF, we create other AER RF time series by 602 

varying αCOOL and αHEAT. In doing so, we can create a potentially infinite number of AER RF 603 

times series of different shapes and strengths. For each ensemble run of the EM-GC, we 604 

constrain our AER RF times series to those constructed using a finite length of a cross-section 605 

through this α-space, which we term “roads”, shown visually in Figure S4a. The “middle road” 606 

of aerosol scenarios is anchored by the α-space point obtained by attaining the best-estimate 607 

AER RF2011 (–0.9 W/m
2
) as described in the previous paragraph. The slope of the middle road is 608 

found by determining four other statistical combinations of the six aerosol direct RF time series 609 

that produce values of total AER RF2011 corresponding to the AR5 confidence intervals (–0.4 610 

W/m
2
 to –1.5 W/m

2
, likely range, and –0.1 W/m

2
 to –1.9 W/m

2
, 5 to 95% confidence range). The 611 

“low road” and “high road” are then anchored by points in α-space that also have an AER RF2011 612 

value of –0.9 W/m
2
. Figure S4b then shows the fifteen resulting AER RF time series that 613 

correspond to the intersections of the three roads and five forcing isopleths. 614 

Variations in the composition of Earth’s surface due to deforestation and other human 615 

activities can also exert a change in the radiative forcing of climate. The ΔRF effect of 616 

anthropogenic land use change (LUC) is taken directly from table AII.1.2 of AR5, with the 617 

annual values linearly interpolated to the EM-GC’s monthly time grid. We assume the annual 618 

values are centered at midyear in the interpolation. The release of GHGs from land-use-change 619 

activities such as deforestation or concrete laying are factored into the GHG term itself, as the 620 

LUC term only represents surface reflectivity. 621 

We consider the rise in OHC as an anthropogenic signal because increases in the RF of 622 

climate due to human activity cause a rise in temperature of both the atmosphere and the oceans 623 

(Raper et al. 2002; Hansen et al. 2011; Schwartz 2012). The focus of many OHC studies has 624 

been the top 700 m or top 2 km of the world’s oceans, and our work considers data from five 625 

such  studies (Balmaseda et al., 2013; Carton et al., 2018; Cheng et al., 2016; Ishii et al., 2017; 626 

Levitus et al., 2012); three of these five studies consider both depths. For proper comparison, the 627 

five data sets are normalized to a common value of 0 in 1986 (the midpoint year for the range of 628 

time where three or more of the five OHC records are provided) before being averaged together. 629 

The magnitude of an input OHC data set at any given point in time is not important in our model 630 
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framework, because we rely upon change in OHC over time. In this study, we focus on EM-GC 631 

runs that use 700 m OHC data, in which case we multiply the OHC values by 1.429 (1/0.7) 632 

before the model computes κ, the ocean heat diffusivity term, so as to scale the OHC from the 633 

upper 700 m to a value that approximates OHC for the full ocean. 634 

 635 

2.2 EM-GC ocean components 636 

The formulation for QOCEAN is based on finding the value of κ that best fits observed 637 

OHC data. Raper, Gregory, & Stouffer (2002) define κ as the ratio between the atmosphere-to-638 

ocean temperature difference and the heat lost to the ocean. We assume QOCEAN is 639 

anthropogenically driven and we define the monthly values of QOCEAN i as: 640 

 𝑄𝑂𝐶𝐸𝐴𝑁 𝑖 = 𝜅(Δ𝑇𝐴𝑇𝑀,𝐻𝑈𝑀𝐴𝑁 𝑖 − Δ𝑇𝑂𝐶𝑁,𝐻𝑈𝑀𝐴𝑁 𝑖) 

= 𝜅 ([
1 + 𝛾

𝜆𝑝

{𝐺𝐻𝐺 𝑅𝐹𝑖 + 𝐴𝐸𝑅 𝑅𝐹𝑖 + 𝐿𝑈𝐶 𝑅𝐹𝑖}] − Δ𝑇𝑂𝐶𝑁,𝐻𝑈𝑀𝐴𝑁 𝑖) 

(

3) 

 641 

=
𝑂𝐻𝐸 ×  Δ𝑡

∫ ([
1 + 𝛾

𝜆𝑝
{𝐺𝐻𝐺 𝑅𝐹𝑖−72 + 𝐴𝐸𝑅 𝑅𝐹𝑖−72 + 𝐿𝑈𝐶 𝑅𝐹𝑖−72}] − [𝑓𝑜 ∑ 𝑄𝑂𝐶𝐸𝐴𝑁 

𝑖−72
0 ]) 𝑑𝑡

𝑡𝐸𝑁𝐷

𝑡𝑆𝑇𝐴𝑅𝑇

 

The main improvement from Hope et al. (2017) is the inclusion of ΔTOCN,HUMAN, which 642 

represents the temperature response of the well-mixed upper 100 m of the ocean due to the total 643 

rise in OHC. In the previous version of the EM-GC, heat exited the atmosphere without any 644 

modulation from an ocean response (i.e. TOCN,HUMAN i = 0 for all i) allowing the ocean to function 645 

as an infinite sink. By allowing the model ocean to warm in response to the increase in 646 

atmospheric temperature, the amount of heat lost to the ocean per month is reduced over time 647 

due to the smaller difference in temperatures between the ocean surface and overlying air, 648 

providing a more realistic description of the climate system than earlier versions of our model. 649 

The new interactive ocean module provides a reduction in QOCEAN over time compared to the 650 

earlier version of the model, resulting in a slight rise in total anthropogenic RF and in computed 651 

future global mean surface temperature relative to that found using a static ocean. This new 652 

  
𝜅 =

Δ𝑂𝐻𝐶 ÷ 𝐴𝑂𝐶𝐸𝐴𝑁

∫ (Δ𝑇𝐴𝑇𝑀,𝐻𝑈𝑀𝐴𝑁 − Δ𝑇𝑂𝐶𝑁,𝐻𝑈𝑀𝐴𝑁)
𝑖−72

𝑑𝑡
𝑡𝐸𝑁𝐷

𝑡𝑆𝑇𝐴𝑅𝑇

 

 

(4) 
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model formulation thus also introduces a mechanism for the climate system to continue warming 653 

even after total anthropogenic RF plateaus, as it does in both RCP 4.5 and RCP 2.6. 654 

The integral in the denominator and the delta time in the numerator of equation 4 are both 655 

taken over the entire time extent of the OHC record being considered, i.e. tSTART and tEND are the 656 

first and last months corresponding to the years of the OHC record being used. Ocean Heat 657 

Export (OHE) is an average over area and time of the export of heat from the atmosphere to the 658 

ocean, obtained by estimating the total rise in OHC over time with a linear fit (Canty et al., 659 

2013). We apply a six-year (72 month) lag to account for the time needed for a given amount of 660 

heat leaving the atmosphere to penetrate to depth (Schwartz, 2012). Other studies (Lean & Rind, 661 

2008; Suckling et al., 2017) infer or apply a ten-year lag; key model outputs such as AAWR are 662 

insensitive to choices for the time delay between atmospheric perturbation and mean oceanic 663 

response (equation 4) for any timescales ranging from annual to multidecadal. The new 664 

formulation for QOCEAN allows the model parameter κ to be directly compared to literature values 665 

derived from GCMs (Raper et al., 2002). 666 

The term fo in the denominator of the last part of equation 4 represents a combination of 667 

the heat capacity of ocean water, the fraction of ocean volume in the surface layer of interest, and 668 

the fraction of total QOCEAN that warms the surface layer. To calculate fo, decadal ocean warming 669 

as a function of depth was extracted from a selection of CMIP5 models’ output, smoothed, and 670 

then normalized to the warming in the layer from 0-100 m. A simplified warming profile was 671 

then selected for the remaining depth of the ocean down to 4 km, (green segments of Figure S5) 672 

favoring the group of warming profiles from RCP 4.5 and RCP 8.5. This stratified warming 673 

profile was used in combination with the ocean depth profile to determine the percentage of 674 

ocean heat export that warmed the 0-100 m layer, producing ΔTOCN,HUMAN. This 100 m top layer 675 

is used as the section of ocean that interacts directly with the atmosphere, because it is well-676 

mixed. We represent the ocean as being 1 km deep for 10% of the ocean area (representing the 677 

continental shelves) and 4 km deep for the remaining 90%. This simplified depth profile 678 

approximates the average depth of the real ocean to within 3%, 3.7 km compared to 3.682-3.814 679 

km (Charette & Smith, 2010); using the ocean surface area estimate of 3.3×10
8
 km

2
 from 680 

(Domingues et al., 2008), our simplified ocean also approximates the total volume of the real 681 

ocean to within 10%, 1.221×10
9
 km

3
 compared to 1.33-1.37×10

9
 km

3
. Taken together, this 682 

CMIP5-based warming profile with depth implies that 13.7% of the rise in total OHC occurs in 683 
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the well mixed, upper 100 m of the ocean, resulting in the ΔTOCN,HUMAN term in equations 3 and 684 

4. As a result, the value of fo in equation 4 is 8.76×10
–5

 °Cm
2
/W. 685 

Output from the ocean module, QOCEAN, is area corrected to scale the average forcing 686 

applied to the atmosphere by the ocean before this quantity is used in the MLR. The ocean 687 

module is based upon the total surface area of the world’s oceans, but the inputs to the 688 

atmospheric module are applied to the entire surface area of the Earth. As such, we scale QOCEAN 689 

in the model atmosphere by the ratio of ocean surface area to Earth’s total surface area, (i.e. the 690 

multiplier 0.671 in equation 1a,) to ensure that the total amount of energy leaving the atmosphere 691 

is the same as the total amount of energy entering the oceans. 692 

Four alternate values for the fraction of OHC in the upper 100 m were also considered to 693 

test the sensitivity of future atmospheric temperatures to the ocean’s response to global warming. 694 

At one extreme, warming due to the rise in OHC is distributed linearly in just the upper 1 km of 695 

the ocean with no warming deeper, putting 18.2% of the rise in OHC into the top 100 m of the 696 

global ocean. At the other extreme, a warming profile that assumes a constant warming rate 697 

throughout the entire ocean has only 2.7% of the rise in OHC going into the upper 100 m. Both 698 

scenarios are physically unrealistic but provide bounds for the range of how much ΔTOCN,HUMAN 699 

can change for a given OHC record. All five warming profiles with depth and their associated 700 

top 100 m fractions are summarized in Table S1. Choice of ocean warming profile does not 701 

affect our results significantly, as the interplay between ΔTOCN,HUMAN and κ means that QOCEAN is 702 

largely driven by the choice of OHCOBS. 703 

 704 

2.3 Climate feedback and sensitivity 705 

Climate feedback processes and overall climate sensitivity define how changes in RF, 706 

particularly the rise in anthropogenic RF, drive ΔT. In the EM-GC, the sum of RF due to GHGs, 707 

aerosols, LUC, and OHE is multiplied by (1+γ)/λP, where λP is the Planck response parameter 708 

(3.2 W m
−2

 °C
−1

) and γ is the dimensionless climate amplification term, to determine ΔT 709 

(equation 1a). If the net response of changes in humidity, lapse rate, clouds, and surface albedo 710 

that occur in response to anthropogenic RF of climate is positive, as is the case for the vast 711 

majority of simulations conducted for this study, then the numerical value of γ is positive. This 712 

model framework is based on that described in Bony et al. (2006) and section 8.6 of the previous 713 
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IPCC report (Solomon, 2007). The EM-GC’s variable for the sum of climate feedback 714 

mechanisms, λΣ, has units of W m
−2

 °C
−1

 and is related to γ and λP via: 715 

 
1 + 𝛾 =

1

1 −
𝜆Σ

𝜆𝑃

=
𝜆𝑃

𝜆𝑝 − 𝜆Σ
 

(

5) 

This relation between γ and λΣ is commonly used in the climate modeling community 716 

(section 8.6 of Solomon (2007)). We can also relate λΣ to the traditional climate feedback 717 

parameter λ (Bony et al., 2006; Gregory, 2000; Schwartz et al., 2014; Sherwood et al., 2020) by 718 

reducing equation 1a to just the anthropogenic terms to produce the relations: 719 

 
Δ𝑇𝐻𝑢𝑚𝑎𝑛 𝑖 =

1 + 𝛾

𝜆𝑃

{𝐺𝐻𝐺 𝑅𝐹𝑖 + 𝐴𝐸𝑅 𝑅𝐹𝑖 + 𝐿𝑈𝐶 𝑅𝐹𝑖 − 𝑄𝑂𝐶𝐸𝐴𝑁 𝑖} 
(

6a) 

 
Δ𝑇𝐻𝑢𝑚𝑎𝑛 =

1 + 𝛾

𝜆𝑃
∆𝐹𝐻𝑢𝑚𝑎𝑛 

(

6b) 

 
𝜆−1 =

1 + 𝛾

𝜆𝑃
 →  𝜆 = 𝜆𝑃 − 𝜆Σ 

(

6c) 

 720 

We choose to focus on λΣ instead of λ for the majority of this paper. This choice allows 721 

for an intuitive comparison between λΣ, γ, and ΔT – as one quantity rises, so do the others. This 722 

intuitive relationship highlights how uncertainty in various climate feedback mechanisms (i.e. 723 

aside from the blackbody response) can be the driving force in future ΔT uncertainty. We assume 724 

a constant value for λΣ (and λ) for each ensemble member in most of the results shown below, as 725 

this assumption provides a multitude of simulations of ΔT with χ
2
 values less than 1, well below 726 

our acceptable fitting limit of 2. We view this as a reasonable approximation because section 727 

12.5.3 of AR5 and references therein suggest λ changes slowly over millennia; any changes in λ 728 

over a few centuries should be unnoticeable unless gradual changes force the climate system past 729 

a significant tipping point. For completeness, we also examine the effect on EM-GC ΔT of a 730 

slowly- or moderately-varying λ in section §3.4 of this paper (also see Table S2 and Figure S6). 731 

 732 

3. Results and Analysis 733 

Our results focus mainly on Attributable Anthropogenic Warming Rate (AAWR) and 734 

projections of the global mean surface temperature anomaly relative to preindustrial (ΔT). We 735 

first present here a summary of the probabilistic distribution of these two quantities for our best 736 
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representative ensemble of EM-GC simulations, and next describe how these distributions 737 

compare to CMIP5 and other studies. Then, in each subsection to follow, we delve further into 738 

our results for AAWR and ΔT2100, providing a detailed description of their sensitivities as well as 739 

comparisons to other published results. The first three subsections present discussion of AAWR, 740 

in which we describe our approach, possible shortcomings in prior efforts used to evaluate 741 

AAWR, and the uncertainties involved in proper quantification of AAWR. The last five 742 

subsections present results for ΔT, including quantification of the sensitivity to uncertainty in 743 

future emissions of CH4 and relating our projections of future warming to cumulative, 744 

anthropogenic emissions of CO2. 745 

Overall, our numerical estimates of AAWR for 1979 to 2100 fall between prior estimates.  746 

Our best estimate of AAWR is ~0.14°C/decade, which is noticeably lower than the value for 747 

AAWR from CMIP5 GCMs (~0.22°C/decade). Our value for AAWR falls between estimates of 748 

AAWR from FR11 (0.170±0.012) and the AMOC-based AAWR from ZT13 (0.070±0.019). 749 

Below, we describe the sensitivity of AAWR to various estimates of radiative forcing by 750 

aerosols, the sum of climate feedback mechanisms, and multiple records for ΔTOBS. Notably, 751 

AAWR in our model is largely insensitive to whether AMOC is included (see §2.1.1 and Figure 752 

S7a and S7b). 753 

Our ensemble median value for global warming at the end of this century, ΔT2100, is 754 

consistently cooler than the CMIP5 ensemble median value for ΔT2100.
 
 Indeed, our ensemble 755 

median of ΔT2100 often lies close to the CMIP5 ensemble minimum warming.  The EM-CG 756 

framework, with its tendency for cooler results, assigns each RCP scenario a higher probability 757 

of fulfilling the Paris Agreement warming limitations, compared to the CMIP5 GCMs. The near-758 

term warming found by our EM-GC also closely matches the expert assessment of CMIP5 759 

results shown in chapter 11 of AR5, represented by the green trapezoid in Figure 2. 760 

Figure 4 shows AAWR and ΔT2100 for the same ensemble run of the EM-GC and depicts 761 

the weighting function we use to create probabilistic summaries of our results. Each simulation 762 

in this ensemble has the same set of inputs except for varying λΣ and varying the shape and 763 

strength of anthropogenic aerosol forcing, pinned to the value of AER RF in 2011. Computed 764 

values of AAWR are sensitive to AER RF and λΣ because of differences in the shape of the 765 

aerosol term (blue line Figure 2a) that is subtracted from the GHG term (red line Fig 2a), for 766 

various members of the ensemble.  Values of ΔT2100 are particularly sensitive to climate 767 
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feedback, because by end of century the RF due to aerosols is expected to be considerably 768 

smaller than contemporary values (Smith and Bond, 2014). The EM-GC ensemble shown in 769 

Figure 4 is based on RCP 4.5 GHGs and constrained by the CRU4 record for ΔTOBS from 1850 770 

to 2019. The values of AAWR and ΔT2100 shown in Figure 4 are for those members of the 771 

ensemble for which all three χ
2
 filters yield a value less than or equal to 2: i.e., those sets of 772 

model results able to provide a “good fit” to ΔTOBS from 1850 to 2019, from 1940 to 2019, and 773 

to OHC averaged among five data centers from 1955 to 2018. We also eliminate any simulations 774 

for which AER RF2011 does not lie between –1.9 and –0.1 W m
–2

, the 5% and 95% confidence 775 

intervals for RF due to anthropogenic aerosols given in AR5, which is why model results shown 776 

on the left side of Figure 4b and 4c are shown in grey. Figure 5 then aggregates these results into 777 

probability density functions (PDFs) of AAWR and ΔT2100 from the EM-GC (blue) using a 778 

weighting method, described in section §3.1, that is based on the AR5 likelihoods for the values 779 

of AER RF2011 (Figure 4a). Similar PDFs based on results from 41 CMIP5 GCMs (without any 780 

weighting, red) are also shown in Figure 5. 781 

  782 
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 783 

Figure 4. AAWR and ΔT2100 as a function of AER RF2011 and λΣ over a single EM-GC ensemble 784 

(panels b and c) and the AER RF2011-based weighting function used to aggregate our ensemble 785 

statistics (panel a). Values of AAWR are for 1979 to 2010 and values of ΔT2100 are relative to the 786 

preindustrial baseline. We show all simulations for which χ
2
 ≤ 2 for all three fitting comparisons, 787 

(i.e. fitting ΔT for the full time period, fitting ΔT for the most recent 80 years, and fitting OHC 788 

over its time period,) though any model results that for  AER RF2011 outside of the range –0.1 to 789 

–1.9 W m
–2

, the 5% and 95% confidence intervals given in AR5, are covered using the color 790 

grey. All runs in this ensemble use RCP 4.5 GHG RF and RCP 4.5-based AER RF scenarios 791 

along the middle road of Figure S4 to simulate the CRU4 ΔTOBS record. The black dot in panels 792 

b and c represents the single run from the ensemble with the lowest χ
2
 over the full ΔT record 793 

among simulations forced with the AER RF times series that gives −0.9 W/m
2
 in 2011, the best 794 

estimate for AER RF2011 stated in AR5. Results from this single simulation, broken into 795 

component time series, are shown in Figure 3.  796 



30 
 

 797 

 798 

Figure 5. Probability density functions (PDFs) of the EM-GC computations of AAWR and 799 

ΔT2100 for RCP 4.5 shown in Figs. 4b and 4c, weighted by the associated value of AER RF2011 800 

using the weighting function shown in Figure 4a (blue lines). PDFs of AAWR and ΔT2100 from 801 

CMIP5 GCMs, also for RCP 4.5, are also shown (red lines). The height for each bin (0.1°C 802 

width for ΔT2100, 0.05°C/decade width for AAWR) for the UMD EM-GC PDFs represents the 803 

probability of a run with that value being randomly selected from the respective model output 804 

shown by non-grey colors in Figure 4b and 4c, when each model run is weighted by the AER 805 

RF2011-based weighting function shown in Figure 4a. Similar probabilities can be taken from the 806 

CMIP5 ensemble giving results from each GCM equal weighting (red). For panel b, the Paris 807 

Agreement goal of 1.5°C warming and upper limit of 2°C warming are shown by the vertical 808 

solid and dotted lines, respectively. 809 

 810 

3.1 AAWR from the EM-GC 811 

We base our estimate of AAWR on the slope of ΔTHUMAN over the years 1979 to 2010. 812 

To calculate AAWR, our empirical model is first run over a chosen time period to produce the 813 

ΔTHUMAN series; then a linear fit is calculated from this series over the years 1979 to 2010. 814 
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Except when otherwise stated, the chosen time period for the model run is the entire available ΔT 815 

record, which for the CRU4 record used in Figure 3 is January 1850 to December 2019. To 816 

choose which ensemble member from Figure 4 would be shown in Figure 3, we selected the run 817 

with the best estimate of AER RF2011 from AR5 (−0.9 W/m
2
) that had the lowest value of χ

2
 for 818 

fitting the full ΔTOBS record. This selected run gives a value for AAWR of 0.146 °C/decade. 819 

To aggregate the EM-GC ensemble results from Figure 4b, we assign probabilities to 820 

each ~150 long time series for the RF due to aerosols, tied to the value of AER RF2011 for each 821 

time series. We create an approximate Gaussian distribution of AER RF2011 based upon AR5 822 

estimates of this quantity (Figure 4a). This weighting function peaks at –0.9 W/m
2
 (AR5 best 823 

estimate of AER RF2011) and the cumulative probability of AER RF2011 values between –0.4 and 824 

–1.5 W/m
2
 is set at 66.7%. Similarly, the cumulative probability of the weighting function 825 

between –0.1 and –1.9 W/m
2
 is 90%, which corresponds to the AR5 specification of –0.1 and –826 

1.9 W/m
2
 being the 5% and 95% confidence intervals for this quantity (Myhre et al., 2013).  We 827 

then take all runs shown as non-grey colors for AAWR in Figure 4b (i.e. all runs for which a 828 

good fit to ΔT for the full time period, ΔT for the most recent 80 years, and OHC from 1955 to 829 

2018 can be obtained), bin by AER RF2011, and find the probability distribution for AAWR 830 

within each of these bins. The PDFs for AAWR within each bin are then aggregated using the 831 

IPCC-based weightings (Figure 4a) for each value of AER RF2011 (Figure 4a) to create the final 832 

PDF shown as a blue line in Figure 5a. We use this superposition of PDFs weighting method to 833 

account for the fact that the EM-GC finds many more acceptable fits to the climate record (i.e. χ
2
 834 

 2) for combinations of λΣ and AER RF2011 associated with less-negative values of AER RF2011, 835 

whereas AR5 suggests that –1.5 W/m
2
 is as likely as –0.4 W/m

2
  for the RF of climate in 2011 836 

due to aerosols. This weighting method gives model runs with stronger aerosol cooling the same 837 

weight as runs with weaker aerosol cooling. For the AAWR ensemble shown in Figure 4b, this 838 

weighting process produces a median of 0.135 °C/decade, with a full range of 0.089 °C/decade 839 

to 0.197 °C/decade. Through most of the ensemble, the resulting time series for ΔTHUMAN and the 840 

resulting values of AAWR agree well with another recent estimate found using a similar 841 

approach (Chylek et al., 2014). 842 

Our estimate of AAWR is sensitive to which aerosol forcing time series is used, 843 

especially in relation to λΣ, and is partially sensitive to ΔTOBS, but insensitive to the inclusion of 844 

terms for AMV, the PDO, and the IOD in the model framework. The insensitivity of AAWR to 845 
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AMV extends to all of the other proxies for variations in the strength of the AMOC we have 846 

considered. The modeled strength of the PDO varies noticeably depending on the proxies and 847 

filtering methods chosen for both this climate signal and as well as AMV and RF due to aerosols. 848 

Specifically, the contribution of the PDO to ΔTMDL increases in magnitude with stronger-cooling 849 

aerosol scenarios – but these model results do not show any strong effect on AAWR. We can 850 

also run the EM-GC with specific single records for OHC instead of using the average of five 851 

OHC data records; varying the input OHC time series does not produce any noticeable variation 852 

in AAWR. 853 

One EM-GC simplification that deserves mention is the lack of spatial variability in the 854 

effect of the oceans. Rose et al. (2014) showed that the climatic effect of ocean heat uptake is 855 

weaker if heat export from the atmosphere is concentrated in the tropics and stronger if heat 856 

export is concentrated in high latitudes. While the EM-GC cannot directly separate the locality of 857 

ocean heat export, it corroborates the Rose et al. (2014) result in the sense that almost all runs 858 

show a stronger climatic signal from the AMOC (driven by high-latitude deep water formation) 859 

and a weaker signal from the PDO (an expression of comparatively shallow-water heat storage in 860 

the tropics (England et al., 2014); see §2.1.1 for a summary of the various AMOC and PDO 861 

proxies tested). While various other MLR studies (Chylek et al., 2016; Zhou & Tung, 2013) 862 

focus on the AMOC as the main oceanic driver of the climate system, other literature suggests 863 

the PDO has a stronger influence on global temperature, either overall or specifically for the last 864 

few decades (England et al., 2014; Steinman et al., 2015; Tokarska et al., 2019). Due to the 865 

structure of MLR models, finding regression coefficients for time spans less than the 866 

multidecadal characteristic time of known natural variability is not practical, nor is attempting to 867 

define climate drivers using fewer total years than this characteristic time scale. Some research 868 

suggests that the sign of the PDO is what drives trends in ΔT (England et al., 2014), meaning an 869 

integral of the original PDO time series might be a stronger regressor. However, using a time 870 

series calculated as such did not produce lower values of χ
2
 or higher values of the PDO 871 

regression coefficient than found using the raw PDO signal, further suggesting that AMOC is 872 

likely the stronger driver of variations in ΔT. 873 

Our method of determining AAWR is also relatively insensitive to the choice of 874 

beginning and end years (Table S3). For example, using the EM-GC simulation shown in Figure 875 

3, AAWR only varies from 0.130 to 0.156 °C/decade when we vary both the initial year (1975 to 876 
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1985) and final year (2006 to 2016) around the default AAWR time range of 1979 to 2010. This 877 

insensitivity derives from the fact that ΔTHUMAN follows from the known rise in CO2, CH4, and 878 

N2O that leads to a RF of climate due to GHGs that rises in a roughly linear manner over the past 879 

four to five decades. Our calculation of AAWR is thus robust and, as detailed in the following 880 

section, does a better job of isolating the underlying anthropogenic climate trend than methods 881 

that rely on analysis of ΔT using the residual method. 882 

 883 

3.2 Comparison to previous AAWR estimates 884 

We assert that the slope of ΔTHUMAN provides a more accurate method for quantifying 885 

AAWR than the use of a residual method. As described in section §3.1, our median estimate of 886 

AAWR with RCP 4.5 GHGs and “middle road” aerosols is 0.135 °C/decade, with range of 887 

possible values extending from 0.089 °C/decade to 0.197 °C/decade based on uncertainty in RF 888 

due to aerosols and climate feedback. The best estimate of AAWR given by FR11 for 1979 to 889 

2010, upon analysis of T from CRU3, is 0.170 °C/decade. The residual method used by FR11 890 

involves finding the slope of observed ΔT after the contributions from solar irradiance, 891 

volcanoes, and ENSO have been removed. By not including AMV (green curve in Figure 3c) 892 

and by focusing their analysis solely on a 31 year period of time, FR11 do not account for the 893 

significant warming trend that occurred from 1979 to 2010 that our analysis suggests is due to 894 

natural variability and instead attributed this component of the rise in T to anthropogenic 895 

warming. Although the precise magnitude of the AMV influence is sensitive to how North 896 

Atlantic SST is detrended (Canty et al., 2013) and smoothed, an independent analysis of SST 897 

using spectral methods (DelSole et al., 2011) supports our suggestion that internal climate 898 

variability contributed significantly to the relative warming over our default time period for 899 

AAWR. 900 

We note that Haustein et al. (2019) emphatically state “we argue that AMV must not be 901 

used as a regressor” because “AMV is found to be primarily controlled by external forcing”. 902 

Booth et al. (2012) implicate tropospheric aerosols due to pollution and stratospheric sulfate 903 

aerosols due to major volcanic eruptions of the primary driver of SST variability in the North 904 

Atlantic. There are numerous other studies making similar claims (Knight et al., 2005; Medhaug 905 

& Furevik, 2011; Meehl et al., 2011; Stouffer et al., 2006), including a study of paloecurrent 906 

speed that extends over a time period of 230 years (Boessenkool et al., 2007), that suggests our 907 
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AMV proxy does represent interval variability of the climate record.  Regardless, we find nearly 908 

identical values of AAWR based on the slope of THUMAN, with or without the use of AMV as a 909 

term in the regression model (Figure S7a vs S7b). We are therefore confident FR11 have 910 

overestimated the true value AAWR, either because there is a component of natural variability 911 

present in the residual they have computed, or because their analysis is restricted to such a short 912 

period of time. In contrast, our computation of AAWR for 1979 to 2010 is found using a 913 

physical model that provides consistent treatment of RF due to GHGs, aerosols, and natural 914 

factors such as ENSO, TSI, and SAOD, over a century and a half period, which mitigates a host 915 

of potential complications present when one examines a residual (Silver, 2012). 916 

Other studies suggest the PDO or changes in SAOD from minor volcanic eruptions could 917 

have also played a role in driving variations of T over this time period (e.g. Tokarska (2019) 918 

and the references therein). Our estimates of AAWR include all of these factors and based on 919 

analysis of data collected over a ~150 year time period; in our model framework the most 920 

important natural drivers of T over the past four to five decades are ENSO, major volcanic 921 

eruptions, and AMV. If temperature is affected by a natural process not represented by the 922 

exogenous factors used to compute the residual, then quantification of AAWR will be unduly 923 

influenced (Supporting Information Text S2 and Figure S7). As shown in our SI, the difference 924 

between our best estimate of AAWR and that given by FR11 is nearly completely explained by 925 

the proper attribution of the signal from variations in the strength of AMOC. 926 

Conversely, the estimate of AAWR over 1979 to 2010 provided by ZT13 upon 927 

consideration of the variations in the strength of AMOC is likely biased low. They suggest 928 

AAWR drops from 0.170 °C/decade in a regression without AMV to 0.070 °C/decade with 929 

AMV included. Even though they considered AMV as a proxy for variations in the strength of 930 

AMOC, they used a linear function to describe ΔTHUMAN over the entire 1860 to 2010 time 931 

period as an input to their MLR. We are able to closely reproduce their estimate of AAWR if we 932 

replace our formulation of ΔTHUMAN with a linear function spanning 1860 to 2010 (Supporting 933 

Information Figure S7c+d). However, it is well known that anthropogenic RF of climate, which 934 

drives ΔTHUMAN, has varied in a non-linear manner that generally follows human population over 935 

the past century and a half. While ZT13 state that the use of an RCP-shaped anthropogenic 936 

forcing causes trends in their computed residual between ΔTOBS and ΔTMDL, we cannot 937 

reproduce this result. With our use of RCP-based anthropogenic forcing that underlies the 938 
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CMIP5 GCMs, for the entire historical record (1850-present) and our method of calculating 939 

AAWR, we find that both ΔTHUMAN and AAWR are insensitive to the inclusion or exclusion of a 940 

proxy for AMOC in the regression analysis (Supporting Information Text S2). 941 

The uncertainty in AAWR is likely much higher than the small values suggested by FR11 942 

and ZT13. As detailed in section §3.3, our estimate of AAWR based on the full uncertainty in 943 

AER RF and analysis of ΔTOBS from multiple data centers spans the range 0.08 °C/decade to 944 

0.20 °C/decade. FR11 state that the computation of AAWR upon use of ΔTOBS from various data 945 

centers provides a range of 0.158 °C/decade to 0.187 °C/decade (these values are the 1 lower 946 

and upper uncertainties of the standard error of their regression). The final estimate of AAWR 947 

given by ZT13 is 0.05 °C/decade to 0.09 °C/decade based solely on the mathematical uncertainty 948 

from calculating a linear fit to their ΔTHUMAN. In our model framework, uncertainties in the 949 

strength and temporal shape of AER RF over the past four decades cause ΔTHUMAN to vary much 950 

more than allowed by uncertainties from any linear fit to ΔTHUMAN. The variation of AER RF 951 

used in our study results in a range for AAWR of 0.089 to 0.197 °C/decade for a single ensemble 952 

(Figure 4); this range extends slightly further to 0.084 to 0.202 °C/decade when considering all 953 

ensembles. Figure 4 and Figure S8 show that EM-GC runs with small amounts of aerosol 954 

cooling tend to have both lower values of χ
2
 (i.e good fits to the climate record span a wider 955 

range of values for λΣ) and lower values of AAWR than model runs constrained by larger aerosol 956 

cooling. 957 

Individual runs demonstrating the effect AER RF has on ΔTHUMAN and χ
2
 are highlighted 958 

in Figure 6. As AER RF cooling was largest in the 1970s and decreased in past decade (Smith 959 

and Bond, 2014), larger aerosol cooling implies higher values of AAWR due to the nature of the 960 

definition of THUMAN (equation 6a). This relationship explains why Figure 6a, with a relatively 961 

weak AER RF2011 value of –0.4 W/m
2
, has a relatively low AAWR value of 0.128 °C/decade; 962 

conversely, the simulation in Figure 7c with strong aerosol cooling (AER RF2011 of –1.4 W/m
2
) 963 

results in a relatively high AAWR value of 0.169 °C/decade. If the global warming due to black 964 

carbon aerosols and co-emitted species over the industrial era were as large as the best-estimate 965 

of Bond et al. (2013), this term would place the actual value of AER RF2011 close to –0.4 W/m
2
 966 

rather than the AR5 best estimate of –0.9 W/m
2
, rendering AAWR well below the best estimate 967 

of 0.170 °C/decade given by FR11. On the other hand, if the cooling of climate due to 968 

anthropogenic aerosols was as large as suggested by the recent study of Shen et al. (2020), this 969 
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finding would likely place AER RF2011 close to  –1.4 W/m
2
, leading to a value of AAWR similar 970 

to the 0.170 °C/decade estimate of FR11.  FR11 do not address the quite large uncertainty in 971 

AAWR due to imprecise knowledge of the RF of climate by tropospheric aerosols. 972 

There remains an important distinction to be made when comparing values of AAWR 973 

based on specific estimates of AER RF2011. While Figure 6b shows that using an AER RF time 974 

series with the AR5 best estimate for AER RF2011 (–0.9 W/m
2
) gives an AAWR of 0.146 975 

°C/decade, whereas our weighted ensemble median value of AAWR is 0.135 °C/decade. The 976 

lower value for the ensemble median follows from how our χ
2
 strength-of-fit filters eliminate 977 

more runs with stronger aerosol cooling than runs with weaker aerosol cooling. Runs that use 978 

weaker aerosol cooling have lower resulting values for AAWR, so even though our ensemble 979 

weighting method theoretically assigns equal weighting to runs with –0.1 W/m
2
 and –1.9 W/m

2
, 980 

the relative lack of high values of AAWR corresponding to stronger aerosol cooling that pass 981 

this filter causes the weighted median AAWR to be slightly lower than 0.146 °C/decade. 982 

We state our estimate of AAWR for 1979 to 2010 as 0.14 ± 0.06 °C/decade, where the 983 

uncertainty covers the full range of model runs that yield a good fit to TOBS from CRU4. Our 984 

estimate of AAWR is larger than the trend in lower tropospheric temperature of 0.096 ± 0.012 985 

°C/decade reported by CM17.  Their estimate is based upon analysis of satellite and radiosonde 986 

measurements of temperature throughout the global lower troposphere (GLT, the atmospheric 987 

layer from the surface to approximately 300 hPa) over the time period Jan. 1979 to June 2017. 988 

Similar to FR11, CM17 do not address the contribution of imprecise knowledge of AER RF to 989 

their estimate of AAWR, which leads to their small uncertainty for AAWR compared to our 990 

uncertainty. We reach similar results, though, when comparing the drop seen between the trend 991 

in observed ΔT and the trend after removing natural components of ΔT. They report a significant 992 

difference between the temperature trend for raw data (0.155 °C/decade) and the trend after the 993 

data have been adjusted to account for natural influences due to major volcanoes and ENSO 994 

(0.095 °C/decade). Our best estimate of AAWR for the Jan. 1979 to June 2017 time period, 995 

based on a linear fit to THUMAN shown in Figure 3a, remains ~0.14 °C/decade, compared to the 996 

trend in  TOBS of ~0.18 °C/decade for this time period. As such, we compute the drop from the 997 

trend in TOBS to trend in THUMAN to be about two-thirds of the corresponding drop reported by 998 

CM17. Given the presence of two major volcanic eruptions in the first half of this time period 999 

and a major ENSO event in 2015-16, the drop in value from the observed trend to the 1000 
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anthropogenic tread should be expected. We caution that precise determination of the effect of 1001 

major volcanic eruptions for analysis of GLT data collected during the satellite era is affected by 1002 

whether or not one includes the effect of AMV in the analysis (section 4.5 of Canty et al., 2013), 1003 

which may explain the difference between our drop and the drop from CM17.  Finally, and most 1004 

importantly, CM17 emphasize (i.e. their figure 2) that CMIP5 GCM simulations of GLT result in 1005 

considerably more rapid warming than is discerned from their adjusted observations.  We reach a 1006 

similar conclusion based on our analysis of ΔT, as described in the following section. 1007 

 1008 

 1009 

 1010 

Figure 6. Observed and modeled ΔT, 1850 to 2019, as well as projected global warming to 1011 

2100. The model runs pictured are identical to the run in Figure 3, except 7a and 7c use alternate 1012 

middle road constructions of AER RF. We show a run with AER RF2011 of −1.4 W m
−2

 instead 1013 

of −1.5 W m
−2

 because the simulation with −1.5 W m
−2

 exists at the far edge of acceptable χ
2
 1014 

values, producing unrealistic individual anthropogenic components and OHC2100. (AER RF2011 of 1015 

−0.4 W m
−2

 to −1.5 W m
−2

 would match the upper and lower limits respectively of AR5’s likely 1016 

range of anthropogenic, tropospheric forcing values in 2011 relative to preindustrial values). The 1017 

upper rung of each abbreviated ladder plot here is the same format as those in figure 3a. The 1018 

second rungs show the anthropogenic effect on the climate in gold as well as three of its four 1019 

components: the temperature rise from GHG forcing (red), the temperature fall from aerosol 1020 

cooling (light blue), and the temperature fall from OHE (dashed black). For clarity, the LUC 1021 

component is not shown as its value is consistently near-zero compared to the other components.  1022 
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 1023 

3.3 Comparison to AAWR from GCMs 1024 

In this section, we conduct a comparison of estimates of AAWR found using our EM-GC 1025 

to AAWR inferred from CMIP5 GCMs. First, we further characterize uncertainties in AAWR.  1026 

Figure 7 shows the sensitivity of AAWR to AER RF and the choice of data record for ΔTOBS. 1027 

The middle of box and whicker (BW) plot under the label CRU4 summarizes the weighted 1028 

median (0.135 °C/decade), weighted interquartile range (IQR), and extrema of AAWR for the 1029 

EM-GC determined PDF shown in Figure 5a. 1030 

The EM-GC ensembles shown thus far relied only on time series of AER RF found using 1031 

scaling factors for aerosol cooling (αCOOL) and heating (αHEAT) along the “middle road” of Figure 1032 

S4 (section §2.1.2). The shape of the AER RF time series varies by choosing values for αCOOL 1033 

and αHEAT along either the “low” or “high” road of Figure S4. The dashed BW plots surrounding 1034 

the solid BW labeled CRU4 show the AAWR ensemble changes by a small amount, upon 1035 

modification of the shape of the input AER RF time series. Scatter plots of AAWR versus AER 1036 

RF2011 and  as well as ladder plots documenting the computation of THUMAN and AAWR for 1037 

the AR5 best estimate of AER RF2011, for these “high” and “low” road simulations, are shown in 1038 

Figures S8 and S9. The value of AAWR exhibits only a small sensitivity to variation of the 1039 

shape of AER RF. We include this comparison for the CRU4 record of TOBS because the 1040 

various time series for AER RF that underlie the model inputs for these simulations cover a large 1041 

range of possibilities, similar to that shown in figure 4 of Smith & Bond (2014). 1042 

 1043 

 1044 
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 1045 

Figure 7. Comparison of EM-GC values of AAWR to CMIP5 GCM values of AAWR, for 1979 1046 

to 2010. Each black box-and-whisker plot shows the weighted median, weighted IQR, and 1047 

extrema from PDFs for AAWR found using the EM-GC, as shown in Figure 5. The solid black 1048 

box-and-whisker plots represent EM-GC ensembles fit to records of ΔTOBS from various data 1049 

centers (as indicated), found using RF from RCP 4.5 with the middle road construction of AER 1050 

RF as shown in Figure S4. The dashed box-and-whisker plots show AAWR for ΔTOBS from 1051 

CRU4, found using the low (left) and high (right) road constructions for AER RF (section 1052 

§2.1.2); for simplicity, this comparison is not shown for the other temperature records. Among 1053 

all of the EM-GC results, the maximum value of AAWR is 0.202 °C/decade and minimum is 1054 

0.084 °C/decade. The red box and whisker plot at the right shows AAWR found using the 1055 

regression method described in section §2.4, using archived output of ΔT from 112 individual 1056 

CMIP5 GCM runs, all constrained by RCP 4.5. 1057 

 1058 

The choice of data center for the ΔTOBS record contributes another small uncertainty to 1059 

AAWR. Figure 7 shows BW plots for ΔTOBS from other data centers.  The median values of 1060 

AAWR for AER RF computed with αCOOL and αHEAT along the “middle road” of Figure S4 are 1061 

0.142, 0.151, and 0.156 °C/decade for the use of temperature data from NCEI, BEG, and GISS, 1062 

respectively. The choice of data center exerts a difference of 0.021 °C/decade between the largest 1063 

and smallest median values, which is quite a bit larger than the value of 0.005 °C/decade 1064 

difference reported by FR11 for selection of data between CRU3, NCDC (this dataset is now 1065 
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termed NCEI), and GISS. We find the largest value of AAWR upon use of ΔTOBS from GISS 1066 

and the smallest value upon use of data from CRU4. We have featured data from CRU4 1067 

throughout our paper, as well as in our earlier studies (Canty et al., 2013; Hope et al., 2017) 1068 

because so many other published papers over the prior decade have used CRU temperature 1069 

records as their baseline dataset. The 0.021 °C/decade difference in AAWR that arises between 1070 

our use of ΔT from CRU4 compared to GISS is much smaller than the difference between any 1071 

AAWR from the EM-GC and the Coupled Model Intercomparison Project (CMIP5) (Taylor et 1072 

al., 2012) GCM multi-model mean value of AAWR. 1073 

The far-right red BW plot in Figure 7 shows AAWR from the CMIP5 GCMs used by 1074 

AR5. Archived output from the CMIP5 (Taylor et al., 2012) for 112 runs of 41 GCMs driven by 1075 

RCP 4.5 (Thomson et al., 2011) has been used to estimate AAWR from these GCM results 1076 

(Supporting Information Text S1). We find good agreement between values of AAWR from 1077 

these 112 runs found using two analysis methods, termed linear fit (LIN) and regression (REG) 1078 

(Supporting Information Figure S10, Figure S11, and Table S4). For the AAWR found using 1079 

LIN, we perform a linear least squares regression to archived output of global mean two-meter 1080 

air temperature (TAS) or years 1979 to 2010, ignoring years with obvious of major volcanic 1081 

eruptions (1982, 1983, 1991, and 1992). The rationale behind this method is natural variability in 1082 

TAS due to internally model generated ENSO events will be randomly distributed in time; the 1083 

influence of variations in the strength of AMOC on TAS tend to be small within these GCMs 1084 

(Kavvada et al., 2013).  For AAWR found using REG, we perform a multiple linear regression of 1085 

TAS versus TSI and SAOD in a two-step process, as described in section 2.6 of Hope et al. 1086 

(2017). Values of AAWR found using both methods are also given in Table S4 for each GCM. 1087 

Comparing AAWR from LIN versus REG shows the two methods result in values of AAWR 1088 

with a high correlation coefficient (r
2
 ≥ 0.95) and a mean ratio close to 1, providing confidence 1089 

that AAWR has been computed accurately from the CMIP5 GCMs. 1090 

All of the CMIP5 GCM output used here are global, two-meter air temperature (TAS) 1091 

data. According to Cowtan et al. (2015), the blending of TAS (over land) with GCM output of 1092 

sea surface temperature (SST, termed TOS in the CMIP5 archive) provides a more appropriate 1093 

manner for sampling GCM output than use of global TAS, since datasets such as CRU4-based 1094 

ΔT are a combination of near surface air temperature over land and SST over water. Cowtan et 1095 

al. (2015) state the use of blended temperature rather than air temperature accounts for 25% of 1096 
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the difference between the GCM-based and observed variations in global temperature over 1097 

2009–2013 and 38% of this difference over 1975-2014. Our own analysis using TAS-TOS 1098 

blended temperature from CMIP5 GCMs results in a reduction of AAWR by roughly 2-5%, 1099 

depending on which GCM is considered. This 2-5% reduction in GCM-AAWR translates to 1100 

explaining 6-14% of the difference between median GCM-based and median EMGC-based 1101 

values of AAWR, as well as 11-28% of the difference between GCM-based AAWR and the 1102 

observed CRU4 slope of 0.18 °C/decade over the AAWR time period. While our use of blended 1103 

temperature from a handful of CMIP5 GCMs rather than TAS does lead to a reduction in GCM-1104 

based values of AAWR, we find this effect is small (i.e. 2 to 5 %). A similar conclusion was 1105 

reached by Tokarska et al. (2020). Therefore, other than this paragraph, our paper focuses 1106 

entirely on TAS from the GCMs because the use of blended temperature introduces a modest 1107 

effect that does not alter any of our major conclusions, plus the information needed to produce 1108 

blended temperature is no longer available on the CMIP5 archive for enough GCMs to complete 1109 

an ensemble similar in size to our initial the GCM ensemble shown in Figures 4 and 5. 1110 

The median value of the CMIP5 GCM-based AAWR found with the regression method 1111 

0.22 °C/decade. This value for AAWR is slightly more than 50% larger than our best empirical 1112 

estimate of 0.14 °C/decade. The IQR for AAWR inferred from CMIP5 GCMs is 0.184 to 0.250 1113 

°C/decade, and the extrema are 0.075 and 0.301 °C/decade. More than two-thirds of the 112 1114 

archived CMIP5 GCM runs (Table S4) exhibit a value for AAWR larger than our upper limit of 1115 

0.202 °C/decade, and there is no overlap between the CMIP5 IQR and any IQR from the EM-GC 1116 

– the 25
th

 percentile of the CMIP5 ensemble is 0.184 °C/decade, while the highest 75
th

 percentile 1117 

from an EM-GC ensemble is 0.167 °C/decade (Figure 7, GISS). Also, only 3 of the 41 CMIP5 1118 

GCMs exhibit a value of AAWR less than 0.14 °C/decade: INM-CM4 (Volodin et al., 2010), 1119 

IPSL-CM5B-LR (Hourdin et al., 2013), and MRI-CGCM3 (Yukimoto et al., 2012) (Table S4). 1120 

We conclude therefore that the large majority of the CMIP5 GCMs exhibit anthropogenically 1121 

induced warming that is considerably more rapid than what has actually occurred over the time 1122 

period 1979 to 2010. This finding is not closely tied to the chosen time period for AAWR: 1123 

whereas AAWR does exhibit some dependence on start and end year (Table S3), the median 1124 

value of CMIP5 GCM-based AAWR exceeds these empirical values by about the same amount 1125 

for any similar time period. The tendency of most GCMs to overestimate empirical AAWR is 1126 

evident in plots of time series of archived ΔT shown in AR5 (i.e. figure 11.25a) and persists 1127 
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whether the GCM output is examined in terms of individual runs, various GCMs, or specific 1128 

modeling centers (Supporting Information Figure S11, Table S4). A similar tendency of GCM-1129 

based warming rates to lie considerably above empirical estimates has been noted by multiple 1130 

recent, complementary studies (Christy & McNider, 2017; Chylek et al., 2014; Fyfe et al., 2013; 1131 

Millar et al., 2017; Tokarska et al., 2020). 1132 

A GCM retrospective paper by Hausfather et al. (2020) shows that many past GCMs 1133 

have predicted the observed rise in ΔT quite well. By comparing older GCM predictions of ΔT to 1134 

the rise in ΔTOBS since those predictions were made, Hausfather et al. (2020) show that the skill 1135 

in predicting ΔT/Δt up to 2017 increased through the first three IPCC assessment reports. This 1136 

ability to predictively match ΔT/Δt with the realized ΔTOBS is quantified with unitless skill 1137 

values, which increase from 0.63 to 0.73 to 0.81 for the first three assessment reports. However, 1138 

the predictions of ΔTOBS for GCMs used in the fourth IPCC assessment report overestimated 1139 

observed ΔT/Δt from 2007-2017, resulting in an overall skill value of 0.56 despite being a short-1140 

term prediction using the most advanced GCMs available at the time. While this excess warming 1141 

in the GCMs that underlie the fourth report is argued to be due to overestimated scenario RF, 1142 

excess warming continued into the AR5 GCMs with CMIP5, as documented here and in figure 1143 

11.25b of AR5. Early indications are that the tendency for GCMs to warm more quickly than the 1144 

actual climate system extends into the CMIP6 GCMs being used as the backbone of the sixth 1145 

assessment report (Belcher et al., 2019; Tokarska et al., 2020; Voosen, 2019). While the increase 1146 

in GCM complexity over the years certainly provides many benefits, it appears that such 1147 

complexity has had the unintended consequence of providing a noticeable warming bias 1148 

compared to older GCMs. 1149 

It is possible that some of the differences between AAWR found using our EM-GC and 1150 

that inferred from CMIP5 GCMs are due to unaccounted internal variability in the observed 1151 

temperature record. In particular, common explanations for the inability of models to match the 1152 

lack of warming from 1998-2012 include shifts in the PDO and the strength of SAOD from 1153 

minor volcanic eruptions (England et al., 2014; Tokarska et al., 2019), as well as variations in 1154 

transport of heat to the deep ocean (Meehl et al, 2011) that we have attempted to simulate using 1155 

AMV as a proxy for the strength of AMOC. Some members of the EM-GC ensemble produce 1156 

results consistent with a climatically important role for the PDO: as mentioned in sections §2.1.1 1157 

and §3.1, simulations with high values of AER RF2011 show relatively stronger influence of the 1158 
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PDO and relatively weaker influence of AMOC compared to the results shown in Figure 3. 1159 

These ensemble members also result in an increase in the climatic importance of SAOD 1160 

following major volcanic eruptions (Canty et al., 2013). However, consistent with the conclusion 1161 

of Chylek et al. (2020), we find enhancements of SAOD due to recent minor eruptions to have a 1162 

negligible effect on ΔT for all members of our EM-GC ensemble. The very low values of 1163 

globally averaged SAOD following minor eruptions in the past decade will not noticeably affect 1164 

ΔT, unless the climate response to SAOD is highly nonlinear. 1165 

 1166 

3.4 The effects of aerosols and climate feedback on future ΔT 1167 

We turn our attention to the effects of the radiative forcing due to AER RF and λΣ on 1168 

future projections of T. Figure 6, in addition to showing the effect on AAWR of varying the 1169 

input model time series for AER RF, also shows how these three simulations differ in ΔT out to 1170 

year 2100 (ΔT2100). The projection of T is produced by applying the solutions for λΣ and κ that 1171 

best fit the historical record to the prescribed GHG forcing pathways of RCP 4.5 out to the end 1172 

of this century. Natural variations of all climatically important factors are assumed to be zero in 1173 

the future to highlight only the rise in human driven rise in the global mean surface temperature 1174 

anomaly (ΔTHUMAN). We focus on projecting the underlying trend of future warming due to 1175 

anthropogenic GHGs, as opposed to attempting to predict year-to-year variations in 1176 

temperatures. 1177 

The full historical time series for ΔT can be fit reasonably well (χ
2
 ≤ 2) for many 1178 

combinations of time series of AER RF (indexed by their value in 2011) and value of λΣ. As a 1179 

result, there exist a wide range of possible future temperature projections assuming the value for 1180 

the sum of climate feedback mechanisms needed to simulate prior warming will persist into the 1181 

future. This ability to fit the historical global temperature record with a wide range of possible 1182 

climate feedback values is the main source of the resulting uncertainty in our estimate of ΔT2100. 1183 

If aerosol cooling to date has been low, then aerosols have counteracted only a small amount of 1184 

the GHG forcing that warms the atmosphere, necessitating a low value of λΣ, resulting in modest 1185 

future warming. By the same logic, a high amount of aerosol cooling to date leads to a large 1186 

amount of future warming (Goodwin et al., 2018; Kiehl, 2007; Knutti & Hegerl, 2008). 1187 

Figure 6a shows a value for ΔT2100 of just 1.7°C for weak aerosol cooling (AER RF2011 of 1188 

–0.4 W/m
2
) offsetting the warming from RCP 4.5 GHGs. Conversely, if aerosol cooling has been 1189 
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large (AER RF2011 of –1.4 W/m
2
), global warming will be much more intense: Figure 6c shows a 1190 

ΔT2100 slightly above 3.1°C. Warming can reach over 4°C by 2100, still with RCP 4.5 GHGs, for 1191 

the upper range of aerosol cooling scenarios stated in AR5 (i.e. AER RF2011 from –1.6 W/m
2
 to –1192 

1.9 W/m
2
). However, under these strong aerosol cooling scenarios, it is not possible in our 1193 

modeling framework to obtain values of χ
2
 below 2 for the full historical ΔT fit and particularly 1194 

for the OHC fit, which is why the largest aerosol cooling case shown in Figure 6c is for AER 1195 

RF2011 of –1.4 W/m
2
. The individual simulations pictured in Figure 6 were chosen by finding the 1196 

value of λΣ that minimizes χ
2
 over the entire CRU4 record of ΔT (equation 1c), for each value of 1197 

AER RF2011. This difference in ΔT2100 results from the fact that aerosol concentrations, and thus 1198 

aerosol forcings, are set to return to near-zero values in the future as an effect of air quality 1199 

regulations that arise from human health concerns (Smith & Bond, 2014). As such, all 1200 

simulations approach the same net human RF by 2100 but have different values of λΣ based on 1201 

the amount of GHG RF that was offset by anthropogenic aerosols over the historical record. 1202 

Figure 4c shows ΔT2100 as a function of λΣ and AER RF2011 for RCP 4.5. Figure 5b shows 1203 

a PDF of ΔT2100 for the ensemble members shown in Figure 4c, computed using the weighting 1204 

method based on the AR5 likelihoods for the values of AER RF2011 (Figure 4a) described in 1205 

section §3.1. Figures 4c and 5b illustrate a vitally important aspect of the climate system: the 1206 

present uncertainty in the amount of GHG warming offset by aerosols causes a large spread in 1207 

future warming, for a single future GHG abundance scenario, in this case RCP 4.5. If warming 1208 

due to black carbon aerosols and co-emitted species were as large as the best-estimate of Bond et 1209 

al. (2013), this term would place the actual value of AER RF2011 close to –0.4 W/m
2
, resulting in 1210 

values of ΔT2100 in our model framework close to the low end (i.e. 1.20 °C) of this forecast. On 1211 

the other hand, if the climate cooling due to aerosols was as large as suggested by Shen et al. 1212 

(2020), values of  ΔT2100 would lie towards the high close on end (i.e. 3.74 °C) of our forecast. A 1213 

reduction in the uncertainty of the amount of warming offset by tropospheric aerosols for the 1214 

contemporary atmosphere, which requires obtaining consensus on the role of black carbon (Bond 1215 

et al., 2013) as well as various aerosol indirect effects (Chen & Penner, 2005; Gryspeerdt et al., 1216 

2020), would enable more accurate forecasts of end of century warming. 1217 

A PDF of ΔT2100 for the output from 41 GCMs is also shown in Figure 5b. For GCMs 1218 

that have submitted multiple runs using RCP 4.5 to the CMIP5 archive, ΔT in year 2100 is first 1219 

averaged for these runs, such that the PDF consists of the distribution of ΔT2100 for the 41 GCMs 1220 
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shown in Table S4. The median warming of T2100 from our EM-GC simulations for RCP 4.5 is 1221 

2.00 °C, with lower and upper limits of 1.20 and 3.74 °C, respectively. The median ΔT2100 from 1222 

the 41 GCMs is 2.52 °C, with lower and upper limits of 1.69 and 3.64 °C. Only 7 of the 41 1223 

CMIP5 GCMs exhibit a value for ΔT2100 less than the EM-GC median of 2 °C. 1224 

Figure 8 shows a probabilistic forecast of the future rise in ΔT from our EM-GC for RCP 1225 

4.5. Colors denote the probability of reaching at least that temperature by each year. The figure 1226 

also contains the CMIP5 GCM ensemble minimum, multi-model mean, and maximum values of 1227 

ΔT (gray lines) as well as the likely range of warming (green trapezoid) from figure 11.25b of 1228 

AR5 (Kirtman et al., 2013). Temperature projections from our EM-GC agree well with the 1229 

expert judgement of the near-future rise ΔT provided by Chapter 11 of AR5. The white color in 1230 

Figure 8 for EM-GC probability is the median warming projection in our model framework. 1231 

Similar to the comparison shown in section §3.3 for AAWR, projections of warming from the 1232 

CMIP5 GCMs tend, on average, to be larger than the warming projection from our empirical 1233 

model of global climate. Notably from a policy perspective, our most likely outcome for T lies 1234 

slightly above the CMIP5 GCM multi-model minimum, with both the EM-GC-based median and 1235 

the GCM-based minimum lying below the Paris Climate upper limit of 2 °C. As explored further 1236 

in sectjon §3.7, carbon emissions consistent with the CO2 trajectory of RCP 4.5 provide a more 1237 

likely chance of limiting global warming to either the Paris goal (1.5 °C) or upper limit (2 °C) 1238 

than is projected by CMIP5 GCMs constrained by RCP 4.5. Most notably, observed T over the 1239 

years ~2005 to 2020 lies between the CMIP5 GCM multi-model minimum and mean, which of 1240 

course was the driving factor behind the formulation of the green trapezoid in Figure 8 by the 1241 

authors of Chapter 11 of AR5 (Kirtman et al., 2013). 1242 

 1243 
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 1244 

Figure 8. Global warming projections for RCP 4.5 relative to the preindustrial baseline. The 1245 

EM-GC ensemble is shown with red-to-blue envelope and the CMIP5 GCM ensemble is shown 1246 

with grey lines. Color at any given point within the EM-GC envelope represents the chance of 1247 

ΔT reaching at least that temperature at that time. The three CMIP5 lines represent the minimum, 1248 

multi-model mean, and maximum of ΔT from the GCMs that submitted projections of each RCP 1249 

scenario respectively to the CMIP5 archive (grey lines). One set of observed temperatures to date 1250 

(CRU4, orange line), the expert judgement from Figure 11.25 of AR5 (green trapezoid and 1251 

vertical bar), and the targets of the Paris Agreement (gold spikes at right) are also shown for 1252 

comparison. 1253 

 1254 

 1255 

The values of λΣ for the EM-GC-based projections shown above suggest less future 1256 

warming than similar values provided by most CMIP5 GCMs. Table 9.5 of AR5 (Flato et al., 1257 

2013) suggests model mean values for λΣ of 1.6, 2.04, or 2.15 W/m
2
/°C depending on which 1258 

quantities are used to infer λΣ ; specifically, the first value is the sum of the average value of the 1259 

four individual feedbacks, the second value is based upon their estimate of ECS and the RF 1260 

associated with 2CO2, and the third value is based upon the values for the climate sensitivity 1261 

parameter and climate feedback parameter given. Table 1 of Sherwood et al. (Sherwood et al., 1262 

2020) gives a value for λΣ of 1.9 W/m
2
/°C, with a 66% confidence range of 1.46 to 2.34 1263 
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W/m
2
/°C. Although tabulations of λΣ from CMIP5 models exist (Andrews et al., 2012; Forster et 1264 

al., 2013; Vial et al., 2013), particularly Table 9.5 of AR5 (Flato et al., 2013) and Table 1 and 1265 

Figure 4 of Sherwood et al. (Sherwood et al., 2020), comparison to our values is complicated by 1266 

the sensitivity of λΣ to AER RF for good fits to the climate record (Figure 4). In general, our λΣ 1267 

(and thus λ) suggest less future warming than those from the CMIP5 GCMs. 1268 

An important assumption for our quantification of both AAWR and ΔT2100 using the EM-1269 

GC is that λΣ (and thus λ) has remained constant over time. However, we can also simulate time 1270 

dependent climate feedback to address the possibility that λΣ may change over time (section 1271 

12.5.3 of AR5 and references therein; also Rose et al. (2014), Shindell (2014), and Marvel et al. 1272 

(2018)). Recall that 1/𝜆 = (1 + 𝛾)/𝜆𝑝 = 1/(𝜆𝑝 − 𝜆Σ) from equations 5 and 6; we have used λΣ 1273 

up to this point as simulations with higher values of λΣ have higher future ΔT. For this reason, 1274 

we prefer to examine a time dependent λ in terms of its inverse, 1/λ, also known as the climate 1275 

sensitivity parameter, because this quantity also has a positive correlation with ΔT. Figure S6 1276 

and Table S2 summarize how ΔT2100 changes if we allow 1/λ to vary over time while still 1277 

keeping the strength of fit between ΔTOBS and ΔTMDL at acceptable levels (χ
2 
≤ 2) for either the 1278 

full historical time period or the most recent 80 years. 1279 

For four different cases of aerosol forcing, we find that allowing 1/λ to scale with 1280 

anthropogenic forcing while still keeping χ
2
 ≤ 2 over the full historical time period results in 1281 

roughly doubling of ΔT2100 compared to the constant feedback case (Table S2). This scenario 1282 

with time-varying feedback, which results in our maximum warming, implies an increase in 1/λ 1283 

by nearly a factor of three over two and a half centuries (Figure S6e). This rise in 1/λ is much 1284 

more rapid than expected. Even one of the most extreme estimates from recent work (Marvel et 1285 

al., 2018) suggests an increase in median estimated equilibrium climate sensitivity (ECS) from 1286 

1.8°C (for simulations constrained to match data acquired over 1979-2005) to a long-term (end 1287 

of century) value of 3.1°C, which corresponds to a 72% increase. This rise in ECS postulated by 1288 

Marvel et al. (2018) is predicated on the assumption that current atmospheric and oceanic 1289 

conditions are truly exceptional. The validity of preliminary results for a handful of CMIP6 1290 

models suggesting even higher ECS (Belcher et al., 2019; Gettelman et al., 2019; Zelinka et al., 1291 

2020) has been questioned by numerous recent papers based upon analysis of paleoclimate data 1292 

as well as climatic conditions over the past several decades (Forster et al., 2020; Nijsse et al., 1293 

2020; Sherwood et al., 2020; Voosen, 2019; Zhu et al., 2020). Such scenarios that greatly 1294 
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increase 1/λ by the end of the century also produces a time dependent drift in the residual 1295 

between observed and modeled over the historical record in our model framework (Figure S6f). 1296 

Coincidentally, the comparison between modeled and measured T in Figure S6f looks similar 1297 

to the comparison of the CMIP5 GCM multi-model mean and TOBS shown in Figure 2. This 1298 

time dependent drift between TOBS and our modeled T, combined with the large temporal 1299 

change in  that underlies this simulation, suggests this might be an unreasonable scenario for 1300 

use in CO2 emission mitigation strategies. 1301 

We also calculate a medium-varying feedback case by considering a χ
2
 ≤ 2 strength-of-fit 1302 

restriction that focuses only on the most recent 80 years of the ΔTOBS record (Figure S6c,d) 1303 

instead of χ
2
 ≤ 2 over the full ΔTOBS time series. This scenario results in a simulation of T that 1304 

appears more reasonable upon inspection of the residuals and the smaller rise in 1/λ. However, 1305 

depending on the strength of AER RF, the increase in 1/λ can still range from roughly 50% to 1306 

more than a factor of two (Table S2). Changes in 1/λ of this magnitude over two and a half 1307 

centuries are faster than the millennia-order timescale changes usually referenced (e.g. section 1308 

12.5.3 of AR5 and references therein) when discussing noticeable changes in λ, ECS, and other 1309 

related quantities such as transient climate sensitivity (TCS). While a factor of two or more rise 1310 

in 1/λ does not match literature, an increase of roughly 50% falls in line with a 50% increase in 1311 

TCS (Shindell, 2014) and neatly between the 28% increase (1.8 °C to 2.3 °C) and the 72% 1312 

increase (1.8 °C to 3.1 °C) (Marvel et al., 2018) seen in other re-analyses of historical forcing 1313 

results from GCMs. As there is no strong evidence from the climate record for a noticeable rise 1314 

in 1/λ on the multidecadal time scale consistent with the simulations shown in Fig S6, we assert 1315 

that the assumption of constant feedback within the EM-GC framework seems to be a reasonable 1316 

assumption for the next few decades. There also certainly exists the possibility that by end of 1317 

century, the rise in T could be a few tenths of a degree warmer than our current best estimates 1318 

assuming constant Σ due to a slow rise in 1/. 1319 

We also assume for our computation of QOCEAN that κ is constant over time. This 1320 

assumption follows from the fact that, like λ, the rate of change of κ is most likely small enough 1321 

to not have a significant effect on the time scale of our calculations of T (Raper et al., 2002). 1322 

Our application of κ requires a monotonic increase in the magnitude of this term, we solve for 1323 

QOCEAN based on ΔTATM,HUMAN instead of total ΔTMDL because the latter displays strong natural 1324 

variability and thus is not monotonically increasing. The anthropogenically-forced temperature 1325 
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itself is not strictly monotonic either, especially for AER RF time series corresponding to more 1326 

negative values of AER RF2011, but the short, small, instances of cooling in those scenarios are 1327 

relatively insignificant. Also, those cooling instances are pre-1950, and the OHC record we fit 1328 

does not extend earlier than 1950. As such, the few instances when ΔTHUMAN includes short, 1329 

small cooling periods should not affect the overall approximation of κ as a constant. As with λ 1330 

and fitting ΔTOBS, a constant value of κ results in modeled OHC that fits the observed OHC quite 1331 

well (Figure 3b and Figure 6). 1332 

Model treatment of aerosols and clouds are two possible explanations for why λ from the 1333 

EM-GC differs from CMIP5 models. About half of the CMIP5 GCMs do not include aerosol 1334 

indirect effects (Schmidt et al., 2014). A lack of the indirect effect in our EM-GC would result in 1335 

cooler projections of future ΔT, as less total AER RF over the historical record would favor 1336 

lower values of λΣ and thus lower ΔT2100. Such a relationship between ΔT2100 and the presence of 1337 

the indirect effect does seem to appear in CMIP5 results as well: models without the indirect 1338 

aerosol effect consistently warm less from 2014 to 2100 than models that do include it (Chylek et 1339 

al., 2016). Considering that the CMIP5 GCMs tend to warm more than the EM-GC in terms of 1340 

both AAWR (§3.3) and ΔT2100 (§3.5), a lack of the indirect effect in some GCMs does not 1341 

explain the excess warming in GCMs, meaning it seems more likely that the difference between 1342 

the EM-GC and CMIP5 GCMs lies in cloud feedback. (This should not eliminate considerations 1343 

of aerosols and their complex interactions, however, especially given that aerosol indirect effects 1344 

and cloud feedback processes are related.) It is widely known that uncertainty in the cloud 1345 

feedback is much larger than that of other major feedbacks and this uncertainty is a main driver 1346 

for the spread between CMIP5 models (Dolinar et al., 2015; Stocker et al., 2013; Zhou et al., 1347 

2015). While the fourth IPCC report (Solomon, 2007) suggested a cloud response spread 1348 

centered around zero feedback within the CMIP3 GCMs, AR5 suggests a largely positive cloud 1349 

feedback, in line with some recent observations (Dolinar et al., 2015; Zhou et al., 2015). 1350 

However, there is considerable spread in the determination of cloud feedback from observations, 1351 

including the possibility of a neutral or even negative feedback (Ceppi et al., 2017; Vial et al., 1352 

2013; Zelinka et al., 2016). While some recent studies suggest that cloud feedback and overall 1353 

ECS interpreted from observation are higher than those from modeling studies based solely on 1354 

observations since 2000 (Dessler, 2013; Sherwood et al., 2020), other observational studies offer 1355 

lower ECS values than those found in modeling studies (Lewis & Curry, 2018; Masters, 2014; 1356 
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Otto et al., 2013; Schwartz, 2012). If the actual cloud feedback is less positive than the models 1357 

currently suggest, that could also be a factor in the high bias of GCMs for AAWR, ECS, and 1358 

ΔT2100 (Hope et al., 2017; Tokarska et al., 2020; Weaver et al., 2020; Zelinka et al., 2020). 1359 

 1360 

3.5 Other RCPs and comparisons to projections from GCMs 1361 

One advantage of simple models such as the EM-GC is the ability to perform sensitivity 1362 

testing by completing many more runs of the model with less computing power. For example, 1363 

each ensemble represented in Figure 7, originally consisting of 160,000 simulations, takes 1364 

roughly two hours to complete. All those ensembles focus on ΔTHUMAN driven by RF from GHG 1365 

abundances from RCP 4.5, and a full treatment of the effects of uncertainty in RF due to 1366 

aerosols. Figures 9a and 10a, driven by RCP 2.6, and Figures 9b and 10b, driven by RCP 8.5, 1367 

show the results of EM-GC ensembles constrained by low and high ends of RF tested in CMIP5, 1368 

respectively. The panels of Figure 9 and Figure 10 are the same as Figure 4b and Figure 5b, 1369 

respectively, except for the different RCP scenario driving the ensembles. As the RCP scenarios 1370 

are identical up to 2005 and do not differ greatly until after 2020, the shape of the model output 1371 

shown in Figure 4b and Figure 9 are nearly identical, because the three χ
2
 calculations (fits to 1372 

total ΔT, recent ΔT, and OHC) used to select good fits to the climate record consider only 1373 

historical data. The difference in end-of-century RF drives the differences in ΔT2100, shown both 1374 

in the colors of the model output and the positions of the PDFs in Figure 5b, Figure 10a, and 1375 

Figure 10b. The probabilities of the rise in ΔT2100 staying beneath 2°C are 92%, 50%, and 0% for 1376 

RCP 2.6, 4.5, and 8.5 respectively; probabilities for ΔT2100 remaining below 1.5°C fall to 67%, 1377 

10%, and 0%. For RCP 6.0, (not pictured,) the probability of staying beneath 2°C is 20%, which 1378 

falls to 0.1% for 1.5°C. 1379 

Figure 10c and 10d also compare ΔT2100 from the EM-GC to temperatures at the end of 1380 

the century presented in Sherwood et al. (2020). The probabilistic estimate of end of century 1381 

warming given in Sherwood et al. (2020) is based upon their expert evaluation of climate 1382 

sensitivity combined with the assumption of a linear relation between the transient climate 1383 

response and radiative forcing. They estimate that by end of century warming will be less than 1384 

2°C relative to pre-industrial are 83%, 17%, and 0% for RCP 2.6, 4.5, and 8.5, respectively.  The 1385 

probabilistic estimate of the upper end of warming given by Sherwood et al. (2020) is 1386 

considerably less than indicated by the CMIP5 GCMs (green versus red lines in Fig. 10). They 1387 
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also compute a lower probability for the low end of the distribution of ΔT2100 than we find using 1388 

our EM-GC, which is traceable to their judgement that the most likely value of total cloud 1389 

feedback is positive (Klein et al., 2017). 1390 

There are three clear takeaways from Figures 5b and 10. First, earth’s climate allows for 1391 

a wide range of future temperatures, even when a model such as our EM-GC is sufficiently 1392 

trained with historical data due to uncertainty in quantities such as AER RF2011. Second, 1393 

consistent with the expert assessment of temperature projections from CMIP5 GCMs given in 1394 

Chapter 11 of AR5 (Kirtman et al., 2013), our EM-GC projects smaller future increases in ΔT 1395 

than provided by most of the CMIP5 GCMs. Third, while temperature projections from our EM-1396 

GC agree with CMIP5 GCM results in that society must avoid a GHG  pathway consistent with 1397 

RCP 8.5 to achieve the goals of the Paris Climate Agreement, our model simulations show that 1398 

RCP 4.5 and particularly RCP 2.6 are GHG pathways more likely to achieve limited warming 1399 

than indicated by GCM results within the CMIP5 archive. Our model projections suggest that 1400 

adhering to the RCP 4.5 pathway is as likely as not (=50%) to give Earth a future that limits 1401 

global warming to 2°C above preindustrial; placing GHGs on the RCP 2.6 pathway is highly 1402 

likely (>90%) to limit global warming to 2°C and likely (>66.7%) to stay beneath 1.5°C.  1403 

Our probabilistic temperature projections disagree somewhat with AR5. According to 1404 

CMIP5 GCM results as presented in AR5, RCP 2.6 is likely but not highly likely (that is, 1405 

>66.7% but not >90%) to keep global temperatures beneath 2°C. AR5 also says RCP 4.5 is more 1406 

likely than not (>50%) to exceed 2°C. The power of RCP 2.6 to keep us beneath 2°C of warming 1407 

appeared in another recent study (Goodwin et al. 2018) that determined staying beneath 2°C to 1408 

be highly likely, much closer to our result than to those of CMIP5. 1409 

 1410 
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 1411 

Figure 9. Same as Figure 4a except for ensembles using RCP 2.6 and RCP 8.5 anthropogenic 1412 

forcing instead of RCP 4.5. 1413 

 1414 

 1415 

 1416 

Figure 10. Panels a and b are the same as Figure 5a except for ensembles using RCP 2.6 and 1417 

RCP 8.5 anthropogenic forcing instead of RCP 4.5. Panels c and d then exchange CMIP5 data 1418 

for data taken from figure 23 of Sherwood et al. (2020), binned to match the structure presented 1419 

in the previous PDFs of this study. 1420 
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 1421 

 1422 

Figure 11. Global warming projections for RCP 2.6, RCP 4.5, and RCP 8.5 relative to the 1423 

preindustrial baseline. Figure 11b is the same as Figure 8; all three panels are of similar 1424 

construction. Color at any given point within the EM-GC envelope represents the chance of ΔT 1425 

reaching at least that temperature at that time.  1426 
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 1427 

Figure 11 shows probabilistic projections of global warming for RCP 2.6, 4.5, and 8.5. 1428 

This figure is the same as Figure 8 (that showed results for RCP 4.5), using the same vertical axis 1429 

for all three ensembles.  This figure demonstrates a fourth key takeaway from our modeled 1430 

projections of future temperature. Projections of global warming computed using our EM-GC 1431 

agree well with the expert judgement of near-future ΔT from AR5 of Chapter 11 (Kirtman et al., 1432 

2013), shown as a trapezoid on each panel of Figure 11. The colored envelope for each panel of 1433 

Figure 11 is based upon a representative sample of the runs from each respective RCP ensemble 1434 

(Figure 4b and Figure 9) and displays the rise in ΔT out to the end of the century. At each time 1435 

along this envelope, the color represents the probability within the ensemble of reaching at least 1436 

that temperature. Whatever RCP scenario we examine, the EM-GC results match the near-future 1437 

projections (trapezoid) based on the expert judgement of AR5’s Chapter 11 authors. Our 1438 

projections of warming using a physically based model tied to observations of ocean heat 1439 

content, natural as well as anthropogenic drivers of variations in T, and the consideration of 1440 

uncertainty in AER RF are thus remarkably similar to the expert assessment of the CMIP5-1441 

GCM-based future rise in ΔT sketched out in figure 11.25b of AR5 (Kirtman et al., 2013). 1442 

 1443 

3.6 The effect of increased future emissions of CH4  1444 

As many countries around the world transition from coal to natural gas as a primary fossil 1445 

fuel for electricity production, assumptions about future methane scenarios must shift to account 1446 

for faster growth (Molnár, 2018; Saunois et al., 2020). The RCP 4.5 scenario has future CH4 1447 

leveling off by midcentury at near-current atmospheric mixing ratios, then decreasing until the 1448 

end of the 21
st
 century (Figure 1b). The RCP 2.6 scenario has even more drastic and immediate 1449 

reductions in atmospheric CH4. This leveling off may be difficult for society to achieve due to 1450 

natural gas becoming a primary source of energy for the foreseeable future (Jackson et al., 2018). 1451 

This energy shift would imply more leakage of CH4 from utility infrastructure as demand 1452 

increases (Saunois et al., 2020). The atmospheric mixing ratio might also rise through 1453 

anthropogenically-induced releases of natural CH4 reservoirs, such as permafrost melting, or 1454 

increased biogenic activity (Comyn-Platt et al., 2018; Voigt et al., 2017). Finally, the observed 1455 

abundance of atmospheric CH4 has already been rising faster in the past few years than in the 1456 

previous two decades (Nisbet et al., 2019; Saunois et al., 2020), exceeding the RCP 4.5 1457 
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projection and mapping closer to the most intense RCP 8.5 scenario. These factors taken together 1458 

suggest that we should expect that the abundance of CH4 in the atmosphere may increase over 1459 

time, and not level off as suggested in the RCP 4.5 scenario (Saunois et al., 2016). Therefore, we 1460 

have created blended CH4 scenarios, noted in section §2.1.2 and shown in Figure S2, to test the 1461 

sensitivity of warming computed using our EM-GC to various future for atmospheric CH4. 1462 

Figure 12 shows the probability of achieving the Paris Climate Agreement goals as a 1463 

function of the atmospheric abundance of CH4 in 2100. Each symbol in Figure 12 shows ΔT2100 1464 

for an ensemble of EM-GC runs where the only change between the ensembles is the input time 1465 

series of CH4. Starting from either the RCP 2.6 (squares) and RCP 4.5 (diamonds) as scenario for 1466 

all GHGs other than CH4, the time series for each ensemble calculation is based upon either RCP 1467 

2.6, RCP 4.5, RCP 8.5, or one of four linear combinations of CH4 versus time between RCP4.5 1468 

and RCP 8.5 shown in Figure S2. Otherwise the ensembles are identical to those in Figs. 10a and 1469 

10b for RCP 2.6 and RCP 4.5 respectively. In RCP 4.5, the abundance of CH4 in 2100 is 1578 1470 

ppb; in the ensemble driven by RCP 4.5 with no changes to CH4, we compute a 50% probability 1471 

of ΔT2100 remaining beneath 2°C and a 10% chance of remaining beneath 1.5°C. These 1472 

probabilities correspond to the leftmost diamonds in each panel of Figure 12. As the CH4 time 1473 

series approaches the RCP 8.5 pathway, which has a CH4 mixing ratio of 3748 ppb in 2100, the 1474 

probabilities of future warming remaining beneath 2°C and 1.5°C fall to 30% and 2%, 1475 

respectively (rightmost diamonds). Similarly, switching from RCP 2.6 for all GHGs to a 1476 

combined scenario that uses CH4 from RCP 8.5 causes the probability of ΔT2100 staying below 1477 

2°C to decrease from 92% to 73% and the likelihood of staying below 1.5°C warming to 1478 

decrease from 66% to 33% (left- and rightmost squares). This analysis indicates that failure to 1479 

limit methane to the RCP 2.6 trajectory will have a large impact on the achievement of the 1.5°C 1480 

goal of the Paris Climate Agreement. 1481 

 1482 
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 1483 

Figure 12. Impact of CH4 on EM-GC projections. Shown are the probabilities that ΔT2100 1484 

remains below 2°C (11a, blue) or below 1.5°C (11b, gold) for both the RCP 2.6-based ensembles 1485 

(squares, solid lines) and RCP 4.5-based ensembles (diamonds, dashed lines) relative to 1486 

preindustrial. Each ensemble based on RCP 4.5 uses all GHG and aerosol forcing inputs from 1487 

RCP 4.5 except replacing the RCP 4.5 CH4 time series with one of six linear combinations 1488 

between the RCP 4.5 CH4 scenario and the RCP 8.5 CH4 scenario, inclusive. Likewise, each 1489 

ensemble based on RCP 2.6 uses all forcing inputs from RCP 2.6 except substituting the RCP 2.6 1490 

CH4 with one of the six linear combinations (save for the seventh ensemble, far left, which is 1491 

purely RCP 2.6). Ensembles are placed in this figure based on the CH4 mixing ratio in 2100 (i.e. 1492 

end values of Figure S2). 1493 

 1494 

3.7 Response to cumulative emissions 1495 

The Transient Climate Response to cumulative carbon Emissions (TCRE), which relates 1496 

T to accumulated anthropogenic emissions of CO2, is an important policy metric (Gregory et 1497 

al., 2009; Millar et al., 2017). As the EM-GC projects generally less future warming than most of 1498 

the CMIP5 GCMs, it follows that TCRE derived from the EM-GC falls on the low side of the 1499 

range for TCRE given in AR5 (0.8 to 2.5°C per 1,000 GtC). Figure 13a shows the results of the 1500 

ensemble median EM-GC simulations for the four RCP pathways. All four EM-GC ensemble 1501 

medians suggest a TCRE of roughly 1.4°C per 1,000 GtC. The other four lines on Figure 13a 1502 

show the multi-model mean projections from the CMIP5 GCMs for the four RCP scenarios, 1503 



57 
 

taken from figure SPM.10 of AR5. TCRE from the CMIP5 GCMs in this figure has a value of 1504 

2.3°C per 1,000 GtC, which lies well above the EM-GC estimate and in the high end of the 1505 

assessed range given by AR5. Following AR5 and Millar et al. (2017), future cumulative 1506 

emissions of CO2 in figure 13a are based on the rise since 1870, with T shown relative to the 1507 

two-decade average for 1861-1880. The emissions along the horizontal axis represent global, 1508 

atmospheric release of CO2 due to combustion of fossil fuels, flaring, cement production, and 1509 

LUC from the RCP database. 1510 

Figure 13b shows an adjustment of the RCP 8.5 lines from Figure 13a that are set to zero 1511 

for the most recent decade (2010 to 2019), as done in Millar et al. (2017). This adjustment 1512 

clarifies the allowable remaining carbon budget for limiting future warming to remain beneath a 1513 

given amount. Millar et al. (2017) presented this adjustment as one manner of accounting for the 1514 

overestimate of ΔTMDL provided by CMIP5 GCMs compared to ΔTOBS; setting the ΔT baseline 1515 

to recent years is also the process behind the expert judgement of Kirtman et al. (2013) that 1516 

produced the AR5-based trapezoid shown in previous figures. The central finding of Millar et al. 1517 

(2017) is that the best estimate of the remaining carbon budget needed to limit future warming to 1518 

0.6°C relative to 2015 (which translates to 1.5°C relative to preindustrial) is higher than the best 1519 

estimate suggested by AR5. They later issued a public clarification saying their estimate for 1520 

future temperature (and thus their carbon budget) still lies within the AR5 uncertainty (Allen & 1521 

Millar, 2017), albeit with their carbon budget on the high extreme of the AR5 range. As shown in 1522 

Figure 13 and further discussed below, our EM-GC projection of ΔTMDL indicates the remaining 1523 

carbon budget is even larger than the values given by AR5 and Millar et al. (2017). 1524 

We can also use full ensemble simulations within the EM-GC to compute probabilistic 1525 

forecasts of emissions thresholds for the Paris Agreement targets. Figure 14 displays ΔT with 1526 

respect to cumulative emissions of CO2, using the same color scheme adopted for Figures 8 and 1527 

11. The colors represent the probability that a particular future value of T will  reach at least 1528 

that temperature for the specified cumulative emission of CO2. Figure 14 is based on the RCP 8.5 1529 

scenario for GHGs, to cover the widest range of future anthropogenic emissions of CO2. 1530 

 1531 
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 1532 

Figure 13. (a) Transient climate response to cumulative CO2 emissions, in units of GtC. Average 1533 

ΔT from CMIP5 GCMs, as taken from figure SPM.10 of AR5, is plotted against the average 1534 

cumulative emissions since 1870 modeled to meet RCP prescribed concentrations (circles). EM-1535 

GC results show ΔT from a single EM-GC simulation for each RCP scenario representing the 1536 

median of the ensemble; CO2 emissions for each RCP ensemble are taken directly from the RCP 1537 

database. (b) TCRE for different studies of RCP 8.5, illustrated using the same axes as Millar et 1538 

al. (2017). Both the EM-GC projection and the Millar et al. (2017) projection from CMIP5 are 1539 

plotted such that the point representing the decade of the 2010s (centered on 2015) is set to the 1540 

origin, based on current ΔT and estimated cumulative emission to date. For comparison, the 1541 

CMIP5 projection is also shown such that it matches the EM-GC results for roughly the first 1542 

century of the simulation, as done in panel a, i.e. instead of matching in the 2010s, so as to 1543 

demonstrate the effective shift that Millar et al. (2017) applied to the CMIP5 projection. Vertical 1544 

dotted and dashed lines indicate the remaining amount of CO2 that can be released prior to 1545 

having T rise 1.5°C above preindustrial (i.e., 0.6°C above the observed 0.9°C rise in ΔT for the 1546 

2010s) according to the three studies.  1547 

 1548 



59 
 

 1549 

Figure 14. Full EM-GC projection of transient climate response to cumulative CO2 emissions for 1550 

RCP 8.5. Colors and structure mirror those of figure 11c. The three grey lines of varying 1551 

darkness provide a visual guide to highlight the lines of 50%, 66%, and 95% probability for 1552 

keeping temperatures cooler than those temperatures, while the black horizontal lines are a visual 1553 

guide to the two Paris Climate Agreement target ΔT values. As such, the intersection of a grey 1554 

line with a black line determines the maximum amount of cumulative emissions that would be 1555 

allowed while remaining cooler than one of the Paris Climate Agreement targets with the given 1556 

probability. 1557 

 1558 

Figure 14 shows that according to calculations conducted in our model framework, if 1559 

society can keep cumulative carbon emissions below 900 GtC, then we will have a 95% chance 1560 

of preventing global warming from exceeding 2°C relative to preindustrial. Cumulative 1561 

emissions of 1140 GtC or 1250 GtC would lower the chance of T remaining below 2°C to 66% 1562 

or 50%, respectively. Likewise, the 95%, 66%, or 50% probabilities for T remaining below 1563 

1.5°C correspond to cumulative CO2 emissions of 710 GtC, 850 GtC, or 930 GtC, respectively. 1564 

For comparison, these emission numbers are listed in Table 1, alongside comparable numbers 1565 

from other studies (Goodwin et al., 2018; Millar et al., 2017; Tokarska & Gillett, 2018). Similar 1566 

quantities from Chapter 2 of the IPCC 1.5 C Special Report are also included, and show lower 1567 
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allowable carbon emission budgets driven by two intermediate-complexity climate models, 1568 

FAIR and MAGICC, that are constrained to approximate climate sensitivity from the CMIP5 1569 

GCMs (Rogelj et al., 2018). 1570 

For reference, while Millar et al. (2017) suggest that human activity has emitted roughly 1571 

545 GtC from 1870 to 2014, leading to a rise in ΔT of 0.9 °C for that time (Millar et al., 2017). 1572 

Improvements in the understanding of LUC emission and five more years of emitting CO2 1573 

suggest these values increase to 635 GtC (Friedlingstein et al., 2019; Le Quéré et al., 2018) and 1574 

1.0 °C respectively for 1870 to 2019. Using only emissions prescribed by the RCP scenarios, the 1575 

carbon budget values are 532 GtC to 2014 and 590 GtC to 2019, but similar to the 545 GtC value 1576 

from Millar et al. (2017), these numbers do not reflect updated understanding of past emissions 1577 

from LUC. Society has been emitting 11.0 ± 0.8 GtC per year over the past decade, a rate that 1578 

has also been increasing over previous decades, with a current annual value of nearly 12 GtC per 1579 

year (Friedlingstein et al., 2019). 1580 

Table 2 shows the remaining, post end of 2019 carbon budget for limiting warming to 1581 

either 1.5°C or 2.0°C in our model framework. For all entries in Table 2 we assume at the end of 1582 

2019 that cumulative carbon emissions are 590 GtC. We tie this cumulative carbon emission 1583 

estimate to the time series used to drive the global carbon cycle model that underlies the RCP 8.5 1584 

specification of atmosphere CO2. The current annual rate of global carbon emission of nearly 12 1585 

GtC would imply surpassing 710 GtC, our RCP-based threshold for staying below 1.5 °C with 1586 

95% confidence, in 2029 and surpassing the 2.0 °C, 95% confidence threshold of 900 GtC in 1587 

2045. These dates of passing the 95% confidence intervals for the target and upper limit of the 1588 

Paris Agreement fall to 2028 and 2040, respectively, if we allow total carbon emissions to rise at 1589 

the rate that underlies RCP 8.5. Similarly, year ranges for passing the 66% confidence interval 1590 

for 1.5°C and 2.0°C warming are 2037-2041 and 2052-2065, respectively (Table 2). The 50% 1591 

confidence interval estimates for these thresholds rise to 2042-2048 and 2057-2074. We 1592 

emphasize that even though our EM-GC exhibits slower warning than the CMIP5 GCMs, the 1593 

Paris Climate Agreement target of limiting warming to 1.5°C cannot be achieved unless society 1594 

begins a near immediate transition to a low carbon future, and at the same time slows or 1595 

eliminates the rise in atmospheric CH4 (section §3.6). 1596 

  1597 
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Table 1 1598 

Carbon Budget Comparisons 1599 

Source & reference emissions 
Threshold Budget for 1.5°C Threshold Budget for 2.0°C 

50% prob. 65% prob. 90/95% prob. 50% prob. 65% prob. 90/95% prob. 

Millar et al. (2017) - 545 GtC, 2014 768 GtC 749 GtC 709 GtC (90%) 961 GtC 940 GtC 875 GtC (90%) 

Tokarsak & Gillet (2018) - 555 GtC, 2015 763 GtC 685 GtC * * * * 

Rogelj et al. (2018) – 605 GtC 2017  158 GtC 114 GtC * * * * 

Goodwin et al. (2018) - 572 GtC, 2016 * 767-777 GtC * * 967-1027 GtC * 

This study - 532 GtC, 2014 ; 590 GtC, 2019 930 GtC 850 GtC 710 GtC (95%) 1250 GtC 1140 GtC 900 GtC (95%) 

 1600 

Table 2 1601 

Metrics for Future Carbon Budgets Leading to Crossing the Pairs Thresholds 1602 

Warming Targets 
Future Budget to 

Threshold Budget 
a
 

Future Budget as % of 
Past Budget 

a
 

Range of Years to Meet 
Threshold Budget 

b
 

1.5 °C 

95% 120 GtC 20% 2028-2029 

66% 260 GtC 44% 2037-2041 

50% 340 GtC 58% 2042-2048 

2.0 °C 

95% 310 GtC 53% 2040-2045 

66% 550 GtC 93% 2052-2065 

50% 660 GtC 112% 2057-2074 
aFuture Budget = Threshold Budget – Past Budget, with threshold and past budgets taken from the final row of Table 1 (2019 reference year) 1603 
bFirst year of range is taken from RCP 8.5 prescribed emissions; last year of range assumes the current rate of emissions of roughly 12GtC 1604 

continues into the future 1605 

 1606 

4. Conclusions 1607 

The value of the anthropogenic contribution to global warming over the past three three 1608 

decades, termed attributable anthropogenic warming rate (AAWR), has been analyzed in detail 1609 

using both an empirical model of global climate (EM-GC) and output from CMIP5 GCMs. We 1610 

find AAWR to be as 0.14 ± 0.06 °C/decade (full range of possible values) for 1979 to 2010 using 1611 

our EM-GC, where the uncertainty covers the full range of model runs that yield a good fit to 1612 

TOBS from CRU4. The CMIP5 GCMs exhibit values of AAWR of 0.22 ± 0.10 °C/decade 1613 

(standard deviation among AAWR values from the CMIP5 GCMs), considerably larger than 1614 

inferred from the climate record using our EM-GC.  More than two-thirds of the 112 archived 1615 

CMIP5 GCM runs exhibit a value for AAWR larger than our upper limit of 0.20 °C/decade. The 1616 

uncertainty in the EM-GC based derivation of AAWR is driven by imprecise knowledge of the 1617 

radiative forcing of climate due to tropospheric aerosols, whereas the largest source of spread in 1618 
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the GCM simulation of GMST is  due to uncertainty in cloud feedback (Ceppi et al., 2017; Vial 1619 

et al., 2013; Zelinka et al., 2016). Our finding that the CMIP5 GCMS exhibit a considerably 1620 

faster rise in GMST than observed is consistent with finding of Chapter 11 of AR5 (Kirtman et 1621 

al., 2013). Attempts to improve the understanding of aerosol species is an active area of current 1622 

research, but large uncertainties persist (Bond et al., 2013; Collins et al., 2017; Pincus et al., 1623 

2016; Shen et al., 2020; Smith et al., 2011; Smith & Bond, 2014; Thornhill et al., 2020). 1624 

Similarly, while some recent studies suggest total cloud feedback is positive (Klein et al., 2017; 1625 

Sherwood et al., 2020), a recent analysis of a 40 year satellite record shows no trend in cloud 1626 

reflectivity (Weaver et al., 2020), which is thought to be the largest driver of this positive trend. 1627 

While it is beyond the scope of this study to thoroughly assess the possible shortcomings 1628 

of the CMIP5 GCM simulations over the past three decades, we suggest that high values for the 1629 

sum of climate feedback mechanisms (λΣ), in particular the various cloud feedback processes, 1630 

could be responsible for the apparent warm bias of the CMIP5 GCMs. Indeed, a recent analysis 1631 

of CMIP6 shows that the next generation of GCMs displays high correlation between high ECS 1632 

(i.e. high λΣ in the EM-GC) and a poor fit to observed AAWR from 1981 to 2014/17 (Tokarska 1633 

et al., 2020), and these high-ECS models have strongly positive cloud feedbacks (Zelinka et al., 1634 

2020). If the actual cloud feedback is less positive than currently exhibited by CMIP5 and 1635 

CMIP6 GCMs, this could explain the apparent warm bias of these models. 1636 

Accurate projections of ΔT are critical to the successful implementation of the Paris 1637 

Agreement. However, the wide span of possible futures even in our EM-GC framework 1638 

confounds policy-making efforts and confidence in achieving the desired warming limits. While 1639 

our model projections show a wide range of possible warming by end of century for the same 1640 

GHG scenario, our forecasts produce a more optimistic likelihood for achieving the goals of the 1641 

Paris Agreement than is provided by the CMIP5 GCMs. The temperature forecasts given by our 1642 

EM-GC tend to lie among the lower half of the projections provided by the CMIP5 GCMs, with 1643 

our maximum forecast warming tending to lie near the CMIP5 multi-model mean. Most 1644 

importantly, the projections of T from our EM-GC agree extremely well with the “indicative 1645 

likely range for annual mean ΔT” from Chapter 11 of AR5 (Kirtman et al., 2013) – lending 1646 

important computational support for this expert assessment of the CMIP5 GCMs driven by the 1647 

fact many of the GCM-based values of T have exceeded TOBS over the past few decades 1648 

(Figure 2 here and figure 11.25b of Kirtman et al. (2013)). 1649 
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Projections of ΔT versus cumulative emissions provides a policy relevant framework for 1650 

achieving the goals of the Paris Climate Agreement. From 1870 to date, humans have emitted 1651 

roughly 600 GtC, and are currently emitting nearly 12 GtC per year. If society is to achieve the 1652 

Paris Agreement by keeping the rise in T below 2
o
C with 95% probability by 2100, then only 1653 

20 to 25 years of cumulative carbon emissions remain in the allowable budget (Table 2). 1654 

However, in reality society has less than 20 to 25 years when considering practical 1655 

complications. Since it is unreasonable to assume that annual emissions can drop from 12 GtC to 1656 

zero instantaneously, the reduction in emission rate must begin earlier to reach the same 1657 

cumulative emissions total. While the 20 to 25 year limit found in our model framework suggests 1658 

society has more time to act than indicated by the CMIP5 GCMs, we emphasize that the goal of 1659 

the Paris Climate Agreement can only be achieved by near immediate reductions in global 1660 

carbon emissions. 1661 

Methane, a potent GHG, also needs to be a large part of policy considerations when 1662 

considering how cumulative emissions compare to global warming projections. As the United 1663 

States and other major coal-burning nations switch to natural gas, the risk of significant CH4 1664 

leakage into the atmosphere increases, potentially negating the climate benefit of switching to the 1665 

less carbon intensive fossil fuel source (Jackson et al., 2018; Saunois et al., 2020). Carbon cycle 1666 

feedbacks, such as higher activity in natural or agricultural wetland methane production or 1667 

leakage from previously locked natural reservoirs, could further increase the atmospheric 1668 

abundance of CH4 (Comyn-Platt et al., 2018; Voigt et al., 2017). It is probably not reasonable to 1669 

expect CH4 to follow the peak-and-decline component pattern of RCP 4.5; on the other hand, the 1670 

aggressive methane growth of RCP 8.5 also seems unreasonable (Figure 1). A projection of 1671 

methane mid-range between RCP 4.5 and RCP 8.5 is perhaps a more likely scenario, implying a 1672 

value for atmospheric methane between 2 and 3 ppm by 2100. Placing all GHGs other than 1673 

methane along the RCP 2.6 trajectory would place us on a trajectory for having a reasonably 1674 

favorable probability of liming warming to 2°C, irrespective of the future methane scenario 1675 

(Figure 12). However, even for RCP 2.6, achievement of the ambitious Paris Climate Agreement 1676 

target of 1.5°C drops noticeably as future atmospheric methane intensifies. Quite simply, 1677 

limiting warming to 1.5°C will require aggressive future controls on atmospheric release of both 1678 

CO2 and CH4.  1679 
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 1680 

Appendix A: Input data sources 1681 

 1682 

Table A1. 1683 

Natural Factor Input Sources 1684 

Variable 
Data 
Name Years Location 

SAOD 

CMIP6 1850-2014 https://esgf-node.llnl.gov/search/input4mips/ 

GloSSACv2 1979-2018 https://opendap.larc.nasa.gov/opendap/GloSSAC/contents.html 

CALIPSO 2019 https://opendap.larc.nasa.gov/opendap/CALIPSO/contents.html 

TSI 
CMIP6 1850-2014 https://esgf-node.llnl.gov/search/input4mips/ 

SORCE 2003-2019 https://lasp.colorado.edu/home/sorce/data/tsi-data/ 

ENSO
a
 

MEIv2 1979-2019 https://psl.noaa.gov/enso/mei/data/meiv2.data 

MEI-ext 1871-2005 https://psl.noaa.gov/enso/mei.ext/table.ext.html 

AMOC
b
 AMV 1850-2019 https://crudata.uea.ac.uk/cru/data/temperature/HadSST.3.1.1.0.median.nc 

PDO 1900-2018 http://research.jisao.washington.edu/pdo/PDO.latest.txt 

IOD  
1870-2019 http://www.jamstec.go.jp/frcgc/research/d1/iod/iod/dipole_mode_index.html 

1850-1870 http://www.jamstec.go.jp/frcgc/research/d1/iod/kaplan_sst_dmi_new.txt 

    
a1850-1870 ENSO constructed as an area SST average over the Nino3.4 region using 1685 

https://crudata.uea.ac.uk/cru/data/temperature/HadSST.3.1.1.0.median.nc 1686 
bAMV calculated as an area average of Atlantic SSTs; multiple detrending and Fourier filtering options can be applied 1687 

 1688 

Table A2. 1689 

Anthropogenic Factor Input Sources  1690 

Variable 
Data 
Name Years Location 

GHG RF 
RCPs 1850-2099 http://www.pik-potsdam.de/~mmalte/rcps/ 

AER RF
c
 

Sulfates 1850-2005 
http://www.sterndavidi.com/datasite.html 
http://ciera-air.org/sites/default/files/Total SO2.xls 

OHC 

Levitus 1955-2019 
http://data.nodc.noaa.gov/woa/DATA_ANALYSIS/3M_HEAT_CONTENT/DATA/basin/yearly/h22-
w0-700m.dat 

Balmaseda 1958-2017 http://www.cgd.ucar.edu/cas/catalog/ocean/OHC700m.tar.gz 

Cheng 1955-2019  http://159.226.119.60/cheng/ 

Ishii 1955-2017  http://159.226.119.60/cheng/ 

Carton 1982-2017 https://www.atmos.umd.edu/~ocean/index_files/soda3_readme.htm 
cThe six time series of AER RF for each of the six types of aerosol species considered were combined as described in section §2.1.2 1691 

 1692 

Appendix B: Model Input & Output Databases 1693 

 1694 

All EM-GC input files (for natural and anthropogenic forcings) are available at 1695 

http://dsrs.atmos.umd.edu/DATA/EMGCv4/INPUTS/ . Included are fifteen sample total AER 1696 

RF time series. 1697 

http://dsrs.atmos.umd.edu/DATA/EMGCv4/INPUTS/
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 1698 

All ΔTOBS and OHCOBS fitting files are available at 1699 

http://dsrs.atmos.umd.edu/DATA/EMGCv4/OBS/ . 1700 

 1701 

Original ΔTOBS data was downloaded from the following sites: 1702 

CRU – https://www.metoffice.gov.uk/hadobs/hadcrut4/data/current/download.html 1703 

NCEI – https://www.ncdc.noaa.gov/cag/global/time-series 1704 

GISS – https://data.giss.nasa.gov/gistemp/ 1705 

BEG – http://berkeleyearth.org/data-new/ 1706 

 1707 

CMIP5 model output is available at https://esgf-node.llnl.gov/search/esgf-llnl/ . All CMIP5 1708 

atmospheric temperature data were downloaded over several months in 2013 and 2014, and all 1709 

CMIP5 ocean data were downloaded in early 2017. 1710 
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