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Abstract

An outstanding question for induced seismicity is whether the volume of injected fluid and/or the spatial extent of the resulting

pore pressure and stress perturbations limit rupture size. We simulate ruptures with and without injection-induced pore

pressure perturbations, using 2-D dynamic rupture simulations on rough faults. Ruptures are not necessarily limited by

pressure perturbations when 1) background shear stress is above a critical value, or 2) pore pressure is high. Both conditions

depend on fault roughness. Stress heterogeneity from fault roughness primarily determines where ruptures stop; pore pressure

has a secondary effect. Ruptures may be limited by fluid volume or pressure extent when background stress and fault roughness

are low, and the maximum pore pressure perturbation is less than 10% of the background effective normal stress. Future work

should combine our methodology with simulation of the loading, injection, and nucleation phases to improve understanding of

injection-induced ruptures.
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Abstract13

An outstanding question for induced seismicity is whether the volume of injected fluid14

and/or the spatial extent of the resulting pore pressure and stress perturbations limit rup-15

ture size. We simulate ruptures with and without injection-induced pore pressure pertur-16

bations, using 2-D dynamic rupture simulations on rough faults. Ruptures are not neces-17

sarily limited by pressure perturbations when 1) background shear stress is above a critical18

value, or 2) pore pressure is high. Both conditions depend on fault roughness. Stress het-19

erogeneity from fault roughness primarily determines where ruptures stop; pore pressure20

has a secondary effect. Ruptures may be limited by fluid volume or pressure extent when21

background stress and fault roughness are low, and the maximum pore pressure perturba-22

tion is less than 10% of the background effective normal stress. Future work should com-23

bine our methodology with simulation of the loading, injection, and nucleation phases to24

improve understanding of injection-induced ruptures.25

Plain Language Summary26

Earthquakes can be induced or triggered by fluid injected deep underground, if the27

fluid encounters faults. Previous studies of induced seismicity at different injection sites28

around the world have empirically found that in many cases the maximum magnitude29

earthquake may be predicted from the total volume of injected fluid. However, this is not30

always the case, and the level and heterogeneity of pre-existing stress on faults likely plays31

an important role in determining the final earthquake size. In this paper, we use numeri-32

cal simulations of earthquakes to quantify one source of stress heterogeneity - that arising33

from geometric roughness - and study how changes in pore pressure and stress from fluid34

injection interact with pre-existing stress to influence earthquake size. We find that earth-35

quakes are not limited by the injected volume, except under specific conditions. Instead,36

earthquakes stop where pre-existing conditions are unfavorable for continued rupture; in37

our case because of bends in the fault geometry. Earthquakes can well exceed the pre-38

dicted maximum magnitude, depending on the pre-existing stress on the fault, how rough39

it is, and the magnitude and extent of the perturbation from injection.40

1 Introduction41

An important question in the study of induced seismicity is whether earthquake42

magnitudes are limited by the volume of injected fluid or some other injection-related43

–2–



Confidential manuscript submitted to Geophysical Research Letters

parameter [e.g., Baisch et al., 2010; Shapiro et al., 2011, 2013; McGarr, 2014; McGarr44

and Barbour, 2017; Maurer and Segall, 2018], or follow naturally-occurring (Gutenberg-45

Richter) size variability [van der Elst et al., 2016]. For example, McGarr and Barbour46

[2017] propose an upper bound on seismic moment released by induced earthquakes,47

Mmax
0 , defined by48

Mmax
0 = 2G∆V (1)

where G is shear modulus, and ∆V is injected volume. The premise of such an approach49

is that pore pressure diffuses through the medium, perturbing the effective stress in a finite50

volume of crust sufficient to induce and maintain rupture, while stress conditions outside51

the perturbed region do not allow rupture. To evaluate this hypothesis, we consider the52

behavior of individual simulated ruptures perturbed by spatially-variable pore pressure53

increases.54

Linear elastic fracture mechanics predicts that under uniform background stress con-55

ditions and constant fracture energy, a crack introduced to an elastic solid will grow unsta-56

bly if its length exceeds a critical value ac . Assuming linear slip-weakening friction on a57

pre-existing fault, ac is proportional to the ratio of peak minus residual strength (τp − τr )58

and the square of the static stress drop ∆τ [Andrews, 1976]:59

ac =
(τp − τr )G
(∆τ)2

f
(1 − ν)

dc (2)

where G is shear modulus, ν is Poisson’s ratio, dc is the slip-weakening distance, and f60

is a factor related to the geometry of the problem. In this scenario, there are two possi-61

bilities: a crack that does not reach half-length ac will naturally self-arrest, while a crack62

that does will slip indefinitely. Galis et al. [2017] applied this reasoning to fluid-induced63

earthquakes to estimate the size of the largest self-arresting ruptures for spatially-variable64

peak strength. They considered a stress perturbation due to pore pressure in an otherwise-65

uniform background stress, approximated as a point load. Since background stress is uni-66

form, when the stress is low the localized strength drop provided by pore pressure drives67

slip into the (unfavorable) stress environment beyond the pressurized zone. If the back-68

ground shear stress is high enough, the rupture will continue to grow without limit.69

Norbeck and Horne [2018] considered quasi-dynamic simulations of induced earth-70

quakes on flat faults with linear slip weakening friction. Based on their simulations, they71

proposed that induced earthquakes are governed by the ratio τb/ f Dσ̄0 = f b/ f D . ( f b is72

the initial background shear to effective normal stress ratio, f D is dynamic friction, and73
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σ̄0 = σ0 − ∆p, where σ0 is the total normal stress and ∆p is the pore pressure.) Events74

on faults for which f b/ f D < 1 were limited to the pressurized zone, while f b/ f D > 175

resulted in runaway ruptures, irrespective of volume injected.76

In these studies, the only source of stress heterogeneity is that of the perturbations77

in pore pressure. However, pre-existing stress heterogeneity on faults occurs due to geo-78

metric roughness and past fault slip, among other sources. Dempsey and Suckale [2016]79

and Dempsey et al. [2016] investigated the role of heterogeneity on the size distribution of80

induced earthquakes on 1-D flat faults using a fracture mechanics approach. They solved81

the crack equation of motion numerically [Freund, 1998] for a suite of stochastic (frac-82

tal) shear stress profiles. Ruptures arrest naturally due to variations in shear stress, and83

Dempsey and Suckale [2016] showed that the distribution of rupture size was controlled by84

the interaction between the spatial distribution of pore pressure and the statistical charac-85

teristics of the fractal stress profiles. In their model, stress heterogeneity was imposed as86

an initial condition, and the rupture size calculation did not account for the potential ef-87

fects of fault roughness (which influences both shear and normal tractions) and off-fault88

plasticity. These effects result in fracture energy that cannot be predicted a priori, and89

higher background stress required for rupture [Dieterich and Smith, 2009; Fang and Dun-90

ham, 2013].91

In this study, we address these issues and explore the hypothesis that induced earth-92

quakes are limited in size by the magnitude and/or spatial extent of the pore pressure93

perturbation, in the context of 1-D rough (fractal) faults embedded in a 2-D elasto-visco-94

plastic medium and obeying a rate-state friction law with strong dynamic weakening [Dun-95

ham et al., 2011a,b]. In contrast to the slip-weakening models discussed above, rate-state96

friction does not have a well-defined residual strength. However, for strong rate weaken-97

ing friction there exists a critical stress level τpulse, at which self-sustaining rupture on98

flat faults is just possible [Zheng and Rice, 1998; Dunham et al., 2011a]. When the back-99

ground shear stress is close to τpulse (referred to here as “low-stress”), ruptures are pulse-100

like: slip occurs in a narrow pulse just behind the rupture front, and shear strength recov-101

ers behind the rupture tip [e.g., Cochard and Madariaga, 1994; Beeler and Tullis, 1996;102

Zheng and Rice, 1998].103

We simulate earthquakes with and without pore pressure and stress perturbations104

to determine whether rupture size is limited by the volume of injected fluid and/or the105
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spatial extent of the stress changes. Since faults are geometrically rough, we generate sev-106

eral thousand stochastic realizations in order to characterize results statistically. At low107

background shear stress, one might expect the extent of the stress and pore pressure per-108

turbations to exert some control on rupture lengths. However, we find that events may be109

larger than the pressurized region even at low stress if the magnitude of the perturbation110

is sufficiently large. Ruptures are not confined when stress is high, consistent with Nor-111

beck and Horne [2018] and Galis et al. [2017]. Our results suggest that dynamic effects112

and in situ stress conditions interact with pore pressure and poroelastic stress perturbations113

to influence rupture size, and that low stress conditions may not be sufficient to guarantee114

ruptures smaller than an injection-related threshold.115

2 Modeling116

2.1 2-D dynamic earthquake simulations117

We use the 2-D plane strain rupture dynamics code FDMAP [Kozdon et al., 2012,118

2013; Dunham et al., 2011a,b] (see Data and Resources). The model employs a rate-and-119

state friction formulation in the slip law form with strong rate weakening on the fault and120

Drucker-Prager visco-plasticity in the off-fault material [Rice, 1983; Noda et al., 2009;121

Dunham et al., 2011a]. There is no quasi-static nucleation phase; events are artificially ini-122

tiated by adding a Gaussian shear stress perturbation at the first time step. Once initiated,123

the rupture process is entirely self-governed. Faults are 1-D self-similar fractal profiles,124

and are oriented such that they lie along the y = 0 line of the model domain; flat faults125

are on the line exactly while rough faults follow it on average. Roughness, parameter-126

ized by amplitude to wavelength ratio α (Supp Fig. 1), is band-limited, with minimum and127

maximum wavelengths of 300 m and 60 km. Values of α on natural faults are thought to128

vary over an order of magnitude or more, ranging from 0.001 or less on mature faults like129

the San Andreas, up to perhaps 0.01 [e.g., Candela et al., 2009, 2012; Sagy and Brodsky,130

2009; Brodsky et al., 2016; Fang and Dunham, 2013]. The initial stress is spatially uni-131

form in the medium; pore pressure can be spatially variable as described in Section 2.3.132

Resolved tractions on rough faults varies along the fault (See Section 2.2), so prior to sim-133

ulation, the fault profile is shifted such that the least stable part of the fault is located at134

the origin, where the initiating stress perturbation is applied.135
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2.2 Stress and slip on geometrically-rough faults136

Fault roughness provides additional resistance to slip above that of friction, hence137

rougher faults require higher stress levels for events to propagate [Dieterich and Smith,138

2009; Fang and Dunham, 2013]. This effect is termed “roughness drag” by Fang and Dun-139

ham [2013], and is proportional to slip (s), roughness level (α), and inversely proportional140

to the minimum roughness wavelength, λmin. In most of our simulations, λmin = 300 m141

and τdrag is approximately 10 MPa (s/λmin) (α/10−3)2; however, τdrag increases as λmin142

decreases (see Supplemental Material). In comparison with the flat-fault simulations (Fig-143

ure 1), ruptures on rough faults arrest over a wider range of initial background stress ra-144

tios, and may even arrest and then re-nucleate due to interacting stresses around fault145

bends [Bruhat et al., 2016].146

2.3 Pore Pressure Models147

FDMAP does not model the nucleation phase of rupture; therefore, we run exper-148

iments imposing several different pore pressure distributions as part of the initial condi-149

tions. We simulate pore pressure and poroelastic stress changes based on an injector loca-150

tion centered with respect to the fault but offset by 2 km. Events are initiated at the ori-151

gin, where both the resolved stress ratio (see Section 2.1) and the pore pressure are high-152

est. Figure 1a-c and Supp. Fig. 2 shows pressure and poroelastic stress changes along the153

y = 0 line of the model domain for each pore pressure model.154

1. Pressure Model 0 (PM0) is the reference case with no pore pressure perturbation.155

2. Pressure Models 1 and 2 (PM1 and PM2; Fig. 1a and b respectively) are two re-156

alizations of injection into an infinite 2-D (plane strain) poroelastic medium with157

uniform poroelastic and hydraulic properties, using line source solutions from Rud-158

nicki [1986]. We account for the change in total stress from both poroelasticity and159

pore-pressure in the medium and on the fault. Pressure decays with distance from160

the origin r as exp (−r2/4ct), with diffusivity c and time t. (Parameters for the sim-161

ulations are given in Supp. tables 1-2.) The pore pressure profiles used in our sim-162

ulations are for 1000 days of injection with different rates and diffusivities. Peak163

pore pressure on the y = 0 plane (max ∆p) is 2 MPa for PM1 and 19 MPa for164

PM2, and drops to 10 kPa at 19 km from the origin for PM1 and 12.5 km for PM2165

(Figure 1(a-b).166
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3. In Pressure Model 3 (PM3; Fig. 1c), we introduce a high-permeability (k) zone 20167

km wide, oriented perpendicular to the fault in the out-of-plane direction and cen-168

tered at the origin (initiation region), between two symmetric outer regions with169

low permeability (Supp. Figs. 3-4). We simulate the same volume of injection as170

in PM1, the only difference being the presence of the high permeability zone. The171

resulting pressure distribution drops sharply at the boundaries by ∼ 4 MPa on the172

y= 0 line, introducing an additional length scale into the problem. We solve nu-173

merically for the pressure distribution [Elsworth and Suckale, 2016] (details in the174

Supplemental material) and use the pressure to calculate the effective stress in the175

medium, and ignore poroelastic stress perturbations.176

3 Results177

3.1 Flat faults with Strong Rate-weakening friction178

As a reference, we ran a suite of simulations on flat faults. We show results for179

PM0, PM2, and PM3 in Figure 1a; note that PM1 ruptures behave qualitatively similar180

to PM3 but with a smaller effect, so are omitted for clarity. For these simulations, σ̄0 = 62181

MPa. The stress perturbation required to initiate events results in an slip peak at the origin182

(see Fig. 1e,f). Ruptures may arrest immediately or transition to a pulse-like or crack-like183

rupture mode, depending on the stress ratio f b (Fig. 1d).184

For PM0 events (solid circles in Fig. 1a), there is a narrow transition near τpulse185

from self-arresting ruptures to full-fault ruptures, over a range less than 3% of τb/σ̄0. At186

low background shear stress (. 0.32σ̄0) and no pore pressure perturbation, ruptures arrest,187

while at higher stress ruptures are self-sustaining, consistent with previous work [Zheng188

and Rice, 1998; Dunham et al., 2011a; Gabriel et al., 2012].189

PM2 ruptures initiate, grow, and become full fault at lower levels and over a broader199

range of background stress ratios than PM0 simulations, due to the decreased strength200

from pore pressure in the nucleation region. Ruptures become self-sustaining at τb/σ̄0 ≈201

0.30, lower than the reference case, even though the stress beyond ±10 km from the origin202

(Lrup/L = 0.33) is very similar to the unperturbed model. That is, the decrease in pore203

pressure towards the boundaries results in an increase in fault strength, such that away204

from the origin the fault is nearly as strong as the unperturbed case. Rupture are able to205

propagate through the strong region (once initiated inside the weaker perturbed zone), at206
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Figure 1. Dynamic ruptures on flat faults. (a-c) Pore pressure and poroelastic perturbation along the y = 0

line for (a) Pressure Model 1 (PM1), (b) Pressure Model 2 (PM2), and (c) Pore pressure perturbation only for

Pressure Model 3 (PM3). The shaded region is the high-k zone. (d) Rupture length normalized by fault length

(60 km) versus background stress ratio f b = τb/σ̄0 for PM0, PM2, and PM3. Open symbols are for full fault

ruptures. The gray-scale colorbars on the left show how pore pressure decays with distance (saturated at 10

MPa for clarity). The colored oval highlights events that are possibly limited by the spatial extent of the pres-

sure perturbation. (e-f) Example ruptures corresponding to numbered boxes in (d). Dashed line is background

stress level and perturbed initial effective stress ratio is the solid line. Colored lines show cumulative slip at

0.7 second-intervals.
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stress levels where they could not initiate. This is due partially to the larger shear stress207

drop in the nucleation region for the perturbed case, and partially to the strong dynamic208

weakening. Ruptures at lower stress may arrest due to the increase in fault strength en-209

countered outside the perturbed region (Fig. 1e), consistent with Eq. 1.210

PM3 ruptures (solid diamonds in Fig. 1a) show evidence of arresting due to spatially-211

variable pore pressure. Fig. 1f shows an example, where the rupture begins to propagate at212

a constant rate, then dies out upon reaching the edge of the perturbed zone. This is the213

clearest example of pressure controlling where the rupture stops. At higher background214

stresses, ruptures grow beyond the pressurized zone to the edge of the computational do-215

main. Thus, for PM3 the increase in frictional strength at the edge of the pressurized re-216

gion may influence rupture arrest for a small range of stress ratios ∼ 0.27 − 0.30.217

To summarize, flat fault simulations show that 1) pore pressure perturbations leads218

to rupture at lower shear stress (or larger ruptures) relative to the reference case, and 2)219

the spatial extent of pore pressure perturbations may limit ruptures in a narrow range of220

stress conditions, but 3) at high shear stress (τb/σ̄0 > τpulse) ruptures are unbounded,221

consistent with the results of Galis et al. [2017]. The question we consider next is how222

geometric roughness impacts rupture size.223

3.2 Results on rough faults224

Results for rough faults at a background effective normal stress of 62 MPa are shown225

here; results for 126 MPa are shown in the Supplemental Material. For these simulations,226

α = 0.004 − 0.012 and f b ∼ 0.015 − 0.45. Note that the values of f b are lower than227

inferred in previous studies of induced seismicity (0.6-0.8; e.g. Walsh and Zoback [2016]),228

which is because the minimum roughness wavelength in the simulations is much larger229

than that expected on natural faults (see Supplemental Material). Fault strength at high230

slip speed depends on fault roughness (due to τdrag), thus faults with smaller minimum231

roughness wavelength require higher stress to rupture (see the Supplemental material for232

more details).233

Figure 2 shows two example simulations on the same fault with identical parameters,234

one with no pressure perturbation (PM0) and one with perturbed pressure model PM3.235

Slip in Fig. 2a, without a perturbation, does not extend outside the nucleation region, and236

therefore is considered an ‘arrested’ rupture, while the simulation with PM3 in Fig. 2b237
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ruptures ∼ 40% of the fault. In this simulation, stress perturbations due to fault geome-238

try dominate the initial stress heterogeneity on the fault (10x larger than the pore pressure239

perturbation). However, the perturbed rupture propagated outside the nucleation region,240

suggesting that the length scale over which the pressure perturbation acts is an important241

factor in determining final rupture size. Comparing the initial and final stresses in Fig-242

ure 2c and d shows that the PM3 rupture arrests due to encountering low-stress barriers at243

restraining bends. Supp. Figs. S5 and S6 show additional simulation examples.244
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In Figure 3 we show summary results for several hundred simulations, illustrating250

two background stress ratios and roughness levels. The left column in Fig. 3 shows empir-251

ical frequency-length distributions, while the right column shows frequency-moment distri-252

butions. The gray-scale bars at the top left show the spatial extents of pore-pressure per-253

turbation for the different models. Additional event size distributions are shown in Supp.254

Figs. S7-S10. Figure 3 demonstrates the importance of the length scale of the pressure255

perturbation. Pressure models PM1 and PM3 have the same total injected volume, but256

PM3 ruptures propagate farther than PM1. Pore pressure has less of an impact on rupture257

size at high roughness.258

The right column of Fig. 3 shows frequency-moment distributions. Moment per unit259

length in the out-of-plane direction (D), is defined as the product of the shear modulus G260

with the length-averaged slip s(ξ), where ξ is arclength along the fault trace of length L:261

M
D
= G

∫
L

s(ξ)dξ (3)

There is a minimum moment imposed by the initiation process of approximately 2 × 1013
262

N m /m, while the upper bound on moment corresponds to a full fault rupture (60 km)263

times a few meters of slip, giving a “full-fault” moment between ∼ 1015 − 1016 N m /m,264

depending on the amount of slip. The injected volume (see Supp. Tables 3-5 for relevant265

parameters) is ∆V = 4 × 103 m3/m for PM1 and PM3, and 2 × 104 m3/m for PM2. Mmax
0266

from Eq. 1 is then 2.8× 1014 N m/m for PM1 and PM3, and 1.55× 1015 N m /m for PM2.267

At high background stress ( f b = 0.347) all of the moment distributions exceed the268

hypothesized bounds. At low background stress ratios ( f b = 0.282) the distributions tend269

to tail off well before reaching the hypothesized bounds. At best, PM3 ruptures at low270

stress ( f b = 0.282) arrest close to the magnitude limit theorized by McGarr and Barbour271

[2017], which may indicate that pore pressure may have a secondary role in stopping rup-272

tures when roughness and stress are low (and compare to Figure 1f for PM3 rupture on273

a flat fault). Even at low background stress, the strong pore pressure perturbations (max274

∆p ∼ 30% of the background normal stress) of PM2 are sufficient to induce large rup-275

tures greater than the McGarr and Barbour [2017] limit in our simulations (Figure 3, top276

panel).277

Figure 4 and Supp. Figure 11 show perturbed vs. non-perturbed moment for several285

roughness/stress combinations. As with Figure 3, at higher roughness (Fig. 4c,d), the max-286

imum size of perturbed events is controlled primarily by roughness and background stress,287
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0 = 2.8 × 1014 N m/m for PM1/PM3, and dashed is 1.55 × 1015 N m /m (PM2). The thinner dashed line

segment in the top two panels are simulations that reach one or both ends of the fault.

278

279

280

281

282

283

284

and secondarily by the injection-induced stress perturbation. In particular, for high stress288

and high roughness, the largest perturbed event (i.e., out of the whole population of events289

with the same stress conditions and fault roughness) is less than four times larger than the290

largest non-perturbed event out of the whole population The perturbation has a stronger291

impact on rupture size at low roughness. At low stress and roughness (Fig. 4a), strongly-292

perturbed events (PM2) tend to be much larger (by more than an order of magnitude in293

moment) than non-perturbed events, while moderate pressure changes (PM1) result in little294

difference between perturbed and non-perturbed ruptures.295
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lines of clustered events in the upper-right plot are ruptures that reach one or both ends of the fault and thus do

not naturally arrest.
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4 Discussion300

On flat faults, we find empirically (Fig. 1) that the criteria for when ruptures exceed301

the pressurized zone is related to the ratio of the background shear stress and τpulse:302

f b = τb/σ̄0 >τ
pulse/σ̄0 ≈ 0.3

→
f b

(τpulse/σ̄0)
≤ 1

(4)

where the bar in σ̄0 emphasizes that this is the effective normal stress. Zheng and Rice303

[1998] showed that faults for which f b ≈ τpulse/σ̄0 could sustain pulse-like ruptures, while304

Norbeck and Horne [2018] showed that if this criteria is met only locally inside of a pres-305

surized zone, ruptures would be limited by the spatial extent of the zone. Replacing f D in306

their slip-weakening simulations with τpulse/σ̄0 as a modified criteria, our results qualita-307

tively agree with this conclusion.308

In contrast to flat faults, on rough faults (with the parameter ranges we have con-309

sidered: 10−3 < α < 10−2, σ̄0 ∼ 100 MPa, ∆p ∼ 1 − 10 MPa), pore pressure plays a310

less important role compared to stress perturbations from geometry. Comparison of rup-311

ture magnitudes with those predicted by the McGarr and Barbour [2017] relationship in-312

dicates that ruptures are not limited by the volume injected; either ruptures arrest due to313

local high-strength patches, or ruptures exceed the hypothesized boundary. The exception314

is at low roughness and low background stress, where pore pressure decay may result in315

ruptures arresting in some cases (Figure 3, low stress PM3 ruptures; cf. Figure 1f). These316

results suggest that the role of pore pressure in limiting rupture size is secondary to that317

of the in situ stress level and heterogeneity.318

The results shown in Figure 3 demonstrate that stress heterogeneity arising from319

fault roughness exerts primary control on stopping ruptures. However, the spatial distri-320

bution of pore pressure clearly plays an important role. Comparing PM1 with PM3 rup-321

tures, which have identical injected volume, PM3 ruptures can reach larger size than PM1322

ruptures regardless of stress and roughness, and can be larger than PM2 ruptures at high323

roughness. This may be because the higher available stress drop from the perturbation dis-324

tributed over a smaller region is not able to overcome the resistance to slip of very poorly325

oriented fault segments. Thus, the pore pressure perturbations does impact rupture size,326

but not in the simple manner suggested by Equation 1. Instead, the pre-existing stress327

state, including both the mean value and the heterogeneity in stress and interactions with328
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the spatial distribution and magnitude of the pore pressure perturbation to impact rupture329

size.330

The results presented in this study demonstrate that the addition of pore pressure to331

a given background stress state encourages larger ruptures. However, the results do not332

address whether the pore pressure distributions considered in this study are realistic in333

natural settings. For example, perhaps events in Figure 3 exceeding the moment limits of334

Eq. 1 would have nucleated a smaller event at a lower pore pressure. While it is possi-335

ble to reach high pore pressure consistent with PM2 in localized areas around an injector336

[Häring et al., 2008], this level of pore pressure would not be expected at large depths337

and/or distances from the injector. Thus, care must be taken in interpreting the results.338

However, no events at low stress exceed the hypothesized limits without additional pore339

pressure, so the artificial initiation alone is not sufficient to produce large events.340

Future research should address the limitations of this study and focus on sequence341

simulations of induced earthquakes that account for nucleation and aseismic slip processes342

explicitly, and allow rupture to occur naturally, rather than artificially imposing a particular343

pressure perturbation and comparing rupture size. Simulations that account for both grad-344

ual pressure build-up as well as the dynamic effects that occur during rupture are required345

to fully resolve how stress and frictional strength change throughout the earthquake cycle,346

and determine whether the results presented here are relevant in more realistic scenarios.347

5 Conclusions348

We have conducted an extensive set of simulations to explore how injection-induced349

pore pressure and poroelastic stress changes impact the size of dynamic ruptures on rough350

faults. We find that rupture size is not limited by injected volume except when roughness,351

background stress, and the pressure perturbation are all low. Events can grow beyond the352

pressurized zone and exceed published magnitude limits if τb > τpulse or the pore pressure353

perturbation is large. Higher pore pressure tends to result in larger ruptures; however, at354

low background stress and high roughness events never grow as large as published limits.355

Only in the limited case of low to no roughness and low background stress (τb ≤ τpulse)356

do events appear to ever be limited in size by the size of the perturbed region. Instead, the357

results indicate that rupture size is primarily controlled by the in situ stress level and het-358

erogeneity, and only secondarily by pressure. This is likely partly due to the stress ratio359
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on geometrically-rough faults varying up to 30-70% from the background level for the360

parameter ranges considered here, compared to 15% or less for the modeled pressure-361

induced perturbations. Future research is required to determine whether our results hold362

for naturally-nucleated earthquakes, but at present we suggest that, once nucleated by fluid363

injection, induced earthquakes are not required to stop at the boundaries of the pressurized364

region.365

6 Data and Resources366

The code for FDMAP is available from https://bitbucket.org/ericmdunham/fdmap.367

Data from the simulations is available from Maurer [2020], last accessed April 13, 2020.368
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Text S1: Details of the rupture simulator

Supp. Fig. S1 shows the problem geometry. Full details of the model are given in

the papers cited in the main text; here we summarize the governing equations and initial

conditions for our simulations. The medium is idealized as a Drucker-Prager elastic-plastic

solid, which permits off-fault plastic relaxation of stress at high strains [see Dunham et al.,

2011]. Off-fault plasticity is important in the context of rough faults because plastic (i.e.,

irreversible) strain bounds stresses that with pure elasticity would grow extremely large

due to slip on the rough fault.

We use a strong rate-weakening (SRW) friction law in our simulations. Friction obeys

ordinary rate-and-state (ORS) friction at low velocities, and transitions to a very weak

dynamic friction value (µw) above a critical weakening velocity VW . Steady-state friction

is given by:

µss(V ) = µw +
µLV − µw

[1 + (V/VW )n](1/n)
(1)

where V is fault slip rate, the exponent n governs how rapidly the transition from ordinary

to weak friction occurs, and µLV is the conventional low-velocity friction coefficient:

µLV = µ0 − (b− a) ln (V/V0).

with parameters µ0 = µss(V0), a, b, and V0 =reference velocity. We use a regularized

rate-and-state friction law in the slip law form [Rice, 1983; Noda et al., 2009]:

µLV (V,Θ) = a arcsinh

(
V

2V0

eΘ/a

)
(2)

with state Θ (note the difference between Θ used here and θ used in many theoretical

papers on ORS friction, they are related by Θ = µ0 + b ln(θ/θ0)). In general we adopt the

same parameter values as Dunham et al. [2011], who use a fully weakened friction coeffi-
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cient of µw = 0.13 and weakening velocity VW = 0.17 m/s (see Tables in the Supplemental

Material for all parameter values).

FDMAP uses the slip law for state evolution:

dΘ

dt
= −V

dc
(µ(V,Θ)− µss(V )) (3)

The initial state Θini is specified as a constant over the entire fault and the initial velocity

on the fault is chosen to be consistent with this value and the locally-resolved stress on

the fault. Because stress is heterogeneous for rough faults, the initial velocity is also

heterogeneous and for very rough faults can vary over 10 orders of magnitude. Initial

velocity in our SRW simulations is always below V0 = 10−6 m/s.

An important parameter in SRW-friction simulations under low stress conditions is

τpulse, defined as the largest shear stress τ b0 such that

τ b0 −
G

2cs
V ≤ σ0µss(V )

for all V > 0, where cs is the shear wave speed [Zheng and Rice, 1998]. For rough

faults, this expression is modified to include an additional term due to roughness drag

(see below). Dynamic earthquake simulations using a SRW friction law lead to pulse-like

ruptures when the background stress is close to τpulse. Rupture style transitions to crack-

like at sufficiently high stress levels. Pulse-like ruptures on rough faults may self-arrest

naturally due to fluctuations in the local stress around fault bends, or if the background

stress is high enough they may rupture the entire fault. Because dynamic friction is very

weak, the background stress required to sustain ruptures (approximately τpulse) can be

much lower than the static frictional strength of the fault.
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For initial stresses that are a significant fraction of the static strength, (how large de-

pends on roughness), ruptures grow indefinitely. Fang and Dunham [2013] considered

background shear/normal stress ratios of 0.28-0.4, much lower than values typically as-

sociated with static friction (0.6-0.8). To nucleate an event, stress must still reach static

strength (0.7 in our simulations), but once nucleated events can propagate at much lower

stress levels. For more details about the model, see references in the main text.

The faults in our simulations are 60 km, which is longer than most induced earthquakes;

however, length scales can be normalized using the length of the state evolution region at

the rupture tip (R0) [Dunham et al., 2011, and references therein]:

R0 ≈
3π

4

Gdc
τ p − τ r

(4)

for shear modulus G, critical state evolution distance dc. Peak stress τ p can be estimated

as

τ p ≈ σ0 [a log (V p/V0) + Θini] (5)

and residual stress τ r is

τ r ≈ σ0µss

(
V pulse

)
(6)

V p is the peak velocity at dynamic speeds, approximately 1 m/sec, V pulse is the steady-

state velocity at τpulse, and Θini is the initial state on the fault (see Eq. 2 and discussion).

For the simulations discussed in this section, τ p − τ r ≈ 60 MPa and dc ≈ 0.05 m, so R0

is of order 100 m.

Fault profiles are constructed by filtering zero-mean white noise to have the desired

spectral properties and shifting the profile so that the endpoints are located at y = 0 and

the highest resolved shear/normal stress ratio at wavelengths larger than the approximate
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nucleation dimension is at the origin. For our study, this dimension is approximated by

Lb:

Lb =
G∗dc
bσ0

(7)

and is about 1.6 km.

Text S2: Diffusion in a medium with a permeable channel

To introduce a finite length scale into the pore pressure diffusion problem, we introduce

a high-permeability channel that crosses the domain and the fault (Supp. Fig. S2). The

injector is located inside this channel, and pressure diffuses through the channel to the

fault. The domain as total length 2L = 60 km, and total width L = 30 km. The length

of the channel is 2Lk.

The governing equations are:

∇ · [D(x)∇p] =
∂p

∂t
+

q

ρfφβ
δ(x)δ(y − y0)H(t) (8)

for diffusivityD(x) = κ(x)/(φηβ), where κ is permeability, η is fluid viscosity, φ is porosity,

and β is the fluid compressibility. x0 is the location of the fluid injector. κ(x) = κ1 if

|x| > Lk, and κ(x) = κ2 if |x| < Lk; also with D1 and D2. q is the (constant) fluid mass

flux, ρf is the fluid density, δ is the Dirac delta function, and H(t) is the Heaviside unit

step function. We assume all properties are constants except permeability takes a high

value inside the channel (κ2), and a low value outside (κ1).

To solve this system, we discretize the domain into a uniform grid and solve using an

algorithm developed by Elsworth and Suckale [2016]. Supp. Table S5 gives the parameter

values we use for solving for pore pressure in the channel. We assume zero-pressure

boundary conditions at the top and bottom of the domain, and zero-gradient conditions
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at the left and right sides of the domain, and neglect poroelastic effects in this analysis.

Supp. Fig. S3 shows the pressure distribution after 100 days and 1000 days.

S3: Impact of limited roughness resolution on rupture size

In the simulator we use, artificially-nucleated earthquakes can propagate at stress levels

less than 0.6-0.7, at which most faults in the crust, particularly in intra-cratonic settings,

are thought to operate [e.g., Walsh and Zoback , 2015] . The reason for this is that

on “smooth” faults, i.e. where roughness down to the wavelength of slip is not modeled,

strong rate-weakening friction allows rupture propagation at much lower stress levels than

static failure.

Fang and Dunham [2013] address this issue in their study, and point out that many

laboratory experiments show that fault materials undergo significant weakening at high

slip speeds. They postulate that the additional resistance to slip related to the propagation

of the rupture around bends in the fault, termed “roughness drag” (τdrag), is responsible

for the difference between the low friction measured in the lab and the shear/normal stress

ratios implied by more traditional fault studies. They derived an approximate expression

for τdrag, given in Eq. 2 in the main text, which depends on fault roughness α as well as

the minimum roughness wavelength λmin. Their derivation is based on the scaling pointed

out by Dieterich and Smith [2009]:

τdrag ∝ α2∆

λmin

where ∆ is slip. In our simulations, ∆/λmin ≈ 0.01, so τdrag ranges from 0.1-10 MPa

for α = 0.001 − 0.01. However, for lower values of the minimum roughness wavelength

τdrag can increase substantially. As Fang and Dunham [2013] point out, as the minimum
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wavelength approaches the scale of slip, pervasive off-fault yielding is expected to occur,

leading to shear over normal stress ratios approximately equal to the internal friction

coefficient of the host rock, which may be 0.6-0.8.

Fang and Dunham [2013] estimate that, accounting for roughness down to the scale of

slip, the resistance drag stress during slip due to roughness τdrag is on the order of 10

MPa for α = 0.001 and could approach the background level for high roughness. As they

point out, this could explain the discrepancy between low values of friction observed in

laboratory experiments of dynamic friction and classic estimates. Supp. Fig. S12 shows

how rupture size changes as the minimum roughness wavelength changes.

In the majority of the simulations shown in this study, the minimum roughness wave-

length is 300 m. With this value, ∆/λmin ≈ 10−3, so τdrag in our simulations is about a

factor of 1000 smaller than expected if roughness on crustal faults scales down to the scale

of slip. We conducted a limited number of simulations using roughness wavelengths of 150

and 600 meters to compare to the reference case. Figure S12 shows how the resistance

to slip due to roughness drag scales with λmin, roughness α, and slip ∆. S12a shows, for

the limited range of λmin we test in our simulations, how the median rupture length (out

of 100 simulations) changes for a given stress level and two different roughnesses. S12b

shows the theoretical scaling of τdrag with λmin, the vertical lines represent the three val-

ues used in plot (a). It is clear that having the computational ability to allow roughness

wavelengths down to the meter level would significantly increase the background stress

necessary to sustain dynamic rupture.
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We also show scatter plots of τdrag versus rupture length in Figure S13. These plots

clearly demonstrate the change in rupture size that occurs as the minimum roughness

wavelength changes. Note that for these simulations, the fault is the same at wavelengths

greater than 600 meters. The additional roughness due to refining λmin does not necessarily

contribute to higher stresses, but to stress variations on smaller scales. These variations

lead to more plastic yielding from larger strains and also may contribute to increased

radiation, both of which dissipate energy from the propagating rupture, and so the overall

rupture length tends to end up smaller.
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Figure S2. Geometry for the nonuniform permeability pressure model (PM3). Pressure is

computed numerically after 1000 days on injection. The injector is located at x = 0, y = 2 km.
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Figure S3. Pressure distribution after (a) 100 and (b) 1000 days of continuous, constant

injection. Parameters are as given in Table S5. The horizontal dashed line is the nominal fault

location at y = 0.
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Figure S5. Slip during dynamic rupture for each of the models shown in Supp. Fig. S5. Slip
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vertical scale for M3 ruptures is 5 m, compared to 2 m for the others.
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Figure S6. Frequency-moment distributions for PM0, PM1, and PM3 using a background

normal stress equal to 126 MPa. PM2 simulations were not conducted for this normal stress

value (126 MPa) because ∼ 20 MPa peak pressure perturbation was not thought to be likely at

the corresponding depths. Vertical lines show Mmax consistent with Figure 3 in the main text.
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Figure S7. Additional frequency-moment distributions for each of the pressure models using

σ0 = 62 MPa. (a) is the same as shown in Figure 3 in the main text, but the distributions are

normalized to the inverse CDF.
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Figure S8. Median normalized rupture length as a function of background stress for (a) high

background normal stress (126 MPa) and (b) low background normal stress (62 MPa). Colors

represent pressure models and symbol types are roughnesses. The shaded region and solid blue

line are the same as in Fig. 1 in the main text, and represent the pressure boundary region for

the diffusive models (PM1, PM2) and the width of the high-permeability region for PM3. Each

point on the plot represents the median out of 200 simulations.
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Figure S9. Same as Fig. S8, but for maximum normalized rupture length. (a) High background

normal stress. (b) Low background normal stress.
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Figure S10. Scatter plots comparing perturbed and non-perturbed event sizes for α = 0.010

and σ0 = 126 MPa, for (a) rupture length (meters) (b) moment per unit depth (N m /m). Symbol

type denotes the background stress level. Blue symbols compare PM0 and PM1, red compare

PM0 with PM3. Maximum rupture length is 60 km (6 × 104 m) with corresponding moment

approximately 5× 1015 N m/m.
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Figure S12. (a) Median rupture length in km out of 100 simulations, for three different values

of λmin and two roughnesses. A simple linear fit gives a slope of approximately 0.03 for α = 0.010

and 0.09 for α = 0.006. (b) Theoretical scaling of τdrag with λmin for various values of slip ∆ and

roughnesses. Vertical dashed lines are the values of λmin used in (a). Note that these lines do

not take into account the break in scaling resulting from pervasive off-fault damage, discussed in

Fang and Dunham [2013]. The gray shaded region represents the range of stresses between the

high- and low-normal stress cases presented in this study (62 and 126 MPa).
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Figure S13. Scatter plots of rupture length versus τdrag for (a) α = 0.006, and (b) α = 0.010,

for three different values of λmin.
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Table S1. Frictional and stress parameters used in this study and in Fang and Dunham

[2013]. These values are for the high normal stress calculations.

Parameter Value
b 0.02
a 0.016
µ0 0.7
dc 0.0857 m
σ0 (background normal stress) 126 MPa
τ b (background shear stress) variable (35.5 - 45.5 MPa)
G (shear modulus) 32.04 GPa
cs (shear wave speed) 3.464 km/s
ν (Poisson’s ratio) 0.25
Θ(t = 0) (initial state variable) 0.4367
µ (Related to the internal friction coefficient) sin(arctan(0.7)) = 0.5735
Ψ (mean fault orientation) 50◦

Table S2. Same as Table S1 but used for the low mean stress simulations with SRW. Values

not repeated here are the same as in Table S1.

Parameter Value
dc 0.042 m
σ0 (background normal stress) 62 MPa
τ b (background shear stress) variable (17.5-25.5 MPa)

Table S3. Parameters for Pressure Model 1.
Parameter Value
ρf 1000 kg/m3

c 0.36
α 0.4
λ 20 GPa
κ (permeability) 2.24× 10−15 m2

G (shear modulus) 32.04 GPa
η (viscosity) 0.4× 10−3Pa− s
ν (Poisson’s ratio) 0.25
q (mass flux) 0.05 m3/s
B 0.5
λu 30 GPa
10-kPa width 19 km
Origin [0, 2 km]
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Table S4. Parameters for Pressure Model 2. Those not given are identical to PM1.

Parameter Value
c 0.1
q (mass flux) 0.28 m3/s
10-kPa half-width 12.5 km
Stretch Y-direction, 4x

Table S5. Parameter values used for the three-zone pressure diffusion problem.

Parameter Value
κ1 10−16 m2

κ2 10−13 m2

ρf (Fluid density) 1000 kg/m3

p0 (Initial pressure) 0 MPa
η (Fluid viscosity) 4× 10−4 Pa s
β (Fluid compressibility) 3.2× 10−10 1/Pa
φ (porosity) 0.12
q (Mass injection rate) 2 kg/sec
L 30 km
Lk 10 km
y0 (Injector Location) 2 km
h 200 m
∆t 1000 sec
D1 = κ1/(φβη) 0.0065 m2/s
D2 = κ2/(φβη) 6.5 m2/s
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