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Abstract

Simulations of solar radiation management (SRM) geoengineering using comprehensive general circulation models (GCM) show

a residual surface warming at high latitudes. Previous work attributes this to the difference in forcing structure between the

increase in greenhouse gases and the decrease in insolation, but this neglects the induced reduction in atmospheric energy

transport. Here we show that the difference in vertical structure of temperature change between increasing CO2, decreasing

insolation, and decreasing atmospheric energy transport is the dominant reason for the residual near-surface warming at high

latitudes. A single column model (SCM) is used to decompose the high latitude temperature change, and shows the importance

of the bottom-heavy temperature change from the CO2 increase in explaining the residual polar warming. This model hierarchy

invites caution when attributing high latitude surface temperature changes to the lapse rate feedback, as various forcings and

nonlocal processes affect the vertical structure of temperature change differently.

1



manuscript submitted to Geophysical Research Letters

Forcing dependence of atmospheric lapse rate changes1

dominates residual polar warming in solar radiation2

management climate scenarios.3

Matthew Henry1and Timothy M. Merlis24

1Department of Mathematics, University of Exeter, Exeter, UK5

2Department of Atmospheric and Oceanic Sciences, McGill University, Montreal, Quebec, Canada6

Key Points:7

• Idealized GCM simulations show residual polar warming when the solar constant8

is reduced to compensate for an increase in greenhouse gases.9

• A single column model is used to decompose the total high latitude temperature10

change into the effects of the CO2 increase, the insolation decrease, and the at-11

mospheric energy transport change separately.12

• This decomposition shows the importance of the bottom-heavy temperature change13

from the CO2 increase in explaining the residual polar warming.14
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Abstract15

Simulations of solar radiation management (SRM) geoengineering using comprehensive16

general circulation models (GCM) show a residual surface warming at high latitudes. Pre-17

vious work attributes this to the difference in forcing structure between the increase in18

greenhouse gases and the decrease in insolation, but this neglects the induced reduction19

in atmospheric energy transport. Here we show that the difference in vertical structure20

of temperature change between increasing CO2, decreasing insolation, and decreasing21

atmospheric energy transport is the dominant reason for the residual near-surface warm-22

ing at high latitudes. A single column model (SCM) is used to decompose the high lat-23

itude temperature change, and shows the importance of the bottom-heavy temperature24

change from the CO2 increase in explaining the residual polar warming. This model hi-25

erarchy invites caution when attributing high latitude surface temperature changes to26

the lapse rate feedback, as various forcings and nonlocal processes affect the vertical struc-27

ture of temperature change differently.28

Plain Language Summary29

Solar radiation management (SRM) geoengineering has been proposed as a way of30

counteracting the warming effects of increasing greenhouse gases by reflecting solar ra-31

diation. When the carbon dioxide concentration (CO2) is quadrupled and the solar con-32

stant is reduced in climate models to reach zero global mean surface temperature change,33

there is still residual warming in polar regions. Previous analyses suggested that it was34

caused by the latitudinal difference in forcing between the CO2 increase and insolation35

reduction. This work shows the importance of the differences in vertical structure of at-36

mospheric temperature change between the CO2 increase and solar radiation reduction37

in explaining this residual polar warming. This underlines the importance of consider-38

ing the vertical structure of temperature change caused by a given forcing when trying39

to understand what shapes the pattern of surface temperature change.40

1 Introduction41

Proposed solar radiation management (SRM) geoengineering schemes aim to cool42

the Earth to counteract the radiative forcing and warming from anthropogenic emissions.43

Injecting sulphate aerosols or their precursors in the stratosphere is one widely discussed44

SRM geoengineering technique, and climate model simulations of it have similar tropo-45

spheric temperature changes when compared with the idealization of reducing the so-46

lar constant (Kalidindi et al., 2015). The experiment G1 of the Geoengineering Model47

Intercomparison Project (GEOMIP) consists of reducing the solar constant to compen-48

sate for abruptly quadrupled CO2 concentrations in fully coupled general circulation mod-49

els (GCM) (Kravitz et al., 2011). In the G1 experiments, a residual polar warming oc-50

curs: the surface air temperature change is positive near the poles and slightly negative51

in the tropics (Stocker et al., 2013). Figure 1a and 1c show the atmospheric and surface52

temperature change respectively between the geoengineered G1 experiment and prein-53

dustrial control climate from five comprehensive climate models (listed in legend of fig-54

ure 1c). While there is a slight surface cooling in the tropics, the high latitudes of both55

hemispheres have from 0.5K to 2K of residual warming. This residual polar warming has56

important consequences for the shift in the intertropical convergence zone (ITCZ) and57

changes in atmospheric energy transport in solar geoengineered climates (Russotto & Ack-58

erman, 2018). It is also relevant to our understanding of the polar amplification of sur-59

face temperature change and vertical structure of temperature change under increased60

CO2 (Manabe & Wetherald, 1975; Pithan & Mauritsen, 2014; Henry & Merlis, 2019).61

This residual polar warming is commonly explained by the difference in latitudi-62

nal forcing structure between the increase in greenhouse gases and the decrease in in-63

solation, which leads to a positive top-of-atmosphere (TOA) forcing at the poles, a neg-64

–2–



manuscript submitted to Geophysical Research Letters

−90 −60 −30 0 30 60 90

Latitude (deg N)

0

200

400

600

800

1000

p
 (
h
P
a
)

(a) CMIP5 G1 - piControl ∆T (K)

−1.5

.1.0

.0.5

0.0

0.5

1.0

1.5

.90 .60 .30 0 30 60 90

Latit−de (deg N)

0

200

400

600

800

1000

(b) iGCM G1 - piControl ∆T (K)

−1.5

.1.0

.0.5

0.0

0.5

1.0

1.5

.90 .60 .30 0 30 60 90

Latit−de ( eg N)

−0.5

0.0

0.5

1.0

1.5

2.0

2.5

K

(c) G1 - piControl ∆Ts

IPSL-CM5A

HadGEM2

CCSM4

CanESM2

CSIRO-Mk3L

iGCM

Figure 1. Residual polar warming occurs in climate model simulations of solar radiation man-

agement geoengineering. Temperature change between the solar geoengineered simulation (G1)

and the preindustrial control simulation (piControl) from (a) mean of 5 CMIP5 models (IPSL

CM5A, HadGEM2, CCSM4, CanESM2, CSIRO-Mk3L) and (b) idealized GCM. Crosses in (a)

indicate regions where the standard deviation is larger than 1.5. (c) Surface temperature changes

from the 5 CMIP5 models (colors) and the idealized GCM (black).

ative TOA forcing in the tropics, and a near-zero global-mean TOA forcing (Govindasamy65

& Caldeira, 2000). The tropically-amplified CO2 forcing results from the climatological66

atmospheric lapse rate being larger in the tropics than near the poles (Huang et al., 2016)67

and is more latitudinally homogeneous than the forcing from reduced insolation (Hansen68

et al., 1997). This explanation, however, does not account for changes in atmospheric69

energy transport that result from latitudinally inhomogeneous TOA forcing. In Merlis70

and Henry (2018), we compute an analytic estimate of the effect of the different latitu-71

dinal structure of the solar and CO2 forcings on the surface air temperature change in72

geoengineered climates that includes the effect of energy transport: we find that this ef-73

fect accounts for approximately half of the total residual polar warming in the absence74

of regional climate feedback mechanisms.75

The vertical structure of atmospheric temperature change is top-heavy in the trop-76

ics and bottom-heavy in the high latitudes (figure 1a). In the tropics, the atmosphere77

is close to radiative-convective equilibrium: radiative cooling is balanced by convective78

heating. The vertical structure of temperature is approximately determined by the moist79

adiabat, hence the lapse rate is uniquely a function of surface temperature and relative80

humidity. Therefore, the lapse rate change depends only on the surface temperature change,81

assuming no change in relative humidity (Xu & Emanuel, 1989). Near the poles, how-82

ever, the atmosphere is close to “radiative-advective” equilibrium: warming from atmo-83

spheric energy transport is balanced by radiative cooling. Cronin and Jansen (2016) use84

an analytic radiative-advective model of the high latitude atmosphere to show that the85

lapse rate response differs depending on the nature of the forcing. In their model, a pos-86

itive surface forcing (e.g., an increase in convergence of ocean heat transport or absorbed87

solar radiation at the surface) induces a destabilizing lapse rate change, a positive long-88

wave radiative forcing induces a more destabilizing lapse rate change than the surface89

forcing, and an increase in atmospheric energy transport and/or solar atmospheric heat-90

ing induces a weakly stabilizing or neutral lapse rate change. Moreover, they suggested91

that each additional feedback such as water vapor, clouds, or surface albedo would in-92

duce a different lapse rate response. While this simple model lead to the important in-93

sight that the high-latitude lapse rate change is forcing-dependent, the simple treatment94

of atmospheric energy transport results in a vertically uniform temperature change. How-95

ever, atmospheric energy transport convergence has been suggested to preferentially af-96

fect the mid-troposphere in high latitudes in comprehensive climate models (Laliberté97

& Kushner, 2013). For SRM perturbations, we expect the CO2 forcing to have a more98

bottom-heavy temperature response than the reductions in solar forcing and atmospheric99
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energy transport, leading to a high surface temperature response for a small total forc-100

ing. In this paper, we quantify the contributions of forcings and feedbacks to the total101

high latitude lapse rate change and concommitant surface temperature change in the so-102

lar radiation management experiment.103

2 Idealized GCM experiment104

We implement a SRM experiment using an idealized atmospheric GCM. A version105

of the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric GCM is used with106

no clouds, comprehensive clear-sky radiation, annual-mean insolation, and aquaplanet107

surface boundary conditions with no sea ice. This setup is similar to Merlis, Schneider,108

Bordoni, and Eisenman (2013) and to the Model of an Idealized Moist Atmosphere (MiMA)109

(Jucker & Gerber, 2017). In order to compensate for the cooling radiative effect of clouds,110

the surface albedo is set to be an approximation of Earth’s TOA albedo (figure S1) in-111

stead of prescribing an idealized cloud distribution (Merlis et al., 2013) or uniformly in-112

creasing the surface albedo (Jucker & Gerber, 2017). The control simulation has a CO2113

concentration of 300 ppm and the solar constant is 1365 Wm−2. The solar constant in114

the SRM run is decreased to 1317 Wm−2 (a 3.5% reduction) in order to get zero-mean115

surface air temperature change when the CO2 concentration is quadrupled. Figure S2a116

shows the atmospheric temperature for the control simulation and it compares well with117

Earth’s climate.118

The surface boundary condition of the idealized atmospheric GCM is an aquaplanet119

with a slab mixed layer ocean with the heat capacity of 1m of water and no represen-120

tation of ocean heat transport. The GCM’s spectral dynamical core has T42 spectral121

truncation for a nominal horizontal resolution of 2.8◦ x 2.8◦ and 30 vertical levels. The122

skin temperature is interactively computed using the surface radiative and turbulent fluxes,123

which are determined by bulk aerodynamic formulae. A k-profile scheme with a dynam-124

ically determined boundary layer height is used to parametrize the boundary layer tur-125

bulence. The GCM uses a simplified Betts-Miller convection scheme (Frierson, 2007).126

The large scale condensation is parameterized such that the relative humidity does not127

exceed one and the condensed water is assumed to immediately return to the surface.128

The model uses the comprehensive radiation scheme described in Anderson et al. (2004)129

(Anderson et al., 2004) with annual mean insolation and a solar constant equal to 1365130

Wm−2. The surface has no representation of sea ice other than the surface albedo dis-131

tribution, hence there is no surface albedo feedback. All simulations are run for 6000 days132

with time averages over the last 3000 days shown, when all climate states have reached133

a statistical steady state.134

We perform four simulations. The control simulation has 300 ppm of CO2 and a135

1365 Wm−2 solar constant. The increased CO2 simulation has 1200 ppm of CO2. The136

reduced solar constant experiment has a 1317 Wm−2 solar constant. The solar radia-137

tion management experiment has both increased CO2 and a reduced solar constant. The138

value for the reduced solar constant was determined in order to get near-zero global sur-139

face air temperature change. Figure S2b shows the temperature difference between the140

control and increased CO2 simulation and figure S2c shows the temperature difference141

between the control and decreased solar constant simulation. Theres a 10% deviation142

from linear superposition when compared to the solar radiation management experiment’s143

temperature change, without a significant effect on the pattern of surface temperature144

change.145

Figure 1b shows the atmospheric temperature change between the control and SRM146

idealized GCM simulations, which has a similar structure to that of comprehensive GCMs147

(figure 1a). The surface temperature change between the control and SRM run in the148

idealized GCM (black) is also reasonably close to the comprehensive GCMs (figure 1c).149

In addition, the change in atmospheric energy transport is similar to that of comprehen-150
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sive GCMs (a reduction of 0.1 PW in midlatitudes, figure S3b and figure 1 of Russotto151

and Ackerman (2018)). This model’s ability to reproduce the temperature and atmo-152

spheric energy transport changes from comprehensive GCM simulations suggest that pro-153

cesses present in this idealized model are sufficient to explain the ensemble-mean changes154

in SRM experiments. The idealized GCM underestimates the Arctic surface tempera-155

ture change from comprehensive GCMs, which is consistent with the absence of sea ice156

albedo feedback in the idealized GCM. We proceed to decompose the high-latitude tem-157

perature response in this GCM to identify the mechanism responsible for residual po-158

lar warming.159

3 Single column model experiments160

To decompose the high-latitude temperature change in the idealized GCM simu-161

lation, we use the single column model (SCM) from the ClimLab python package for process-162

oriented climate modeling (Rose, 2018) to emulate the high latitude troposphere of the163

idealized GCM. The temperature tendency budgets for atmospheric and surface temper-164

ature are given by the following equations:165

∂Ta(p)

∂t
=

∂Ta(p)

∂t

∣

∣

∣

∣

rad

+
∂Ta(p)

∂t

∣

∣

∣

∣

adv

+
∂Ta(p)

∂t

∣

∣

∣

∣

cond

(1)

∂Ts

∂t
=

∂Ts

∂t

∣

∣

∣

∣

rad

+
∂Ts

∂t

∣

∣

∣

∣

SH

+
∂Ts

∂t

∣

∣

∣

∣

LH

, (2)

where t is time and p is pressure (with 40 pressure levels). The subscripts ‘rad’, ‘conv’,166

‘adv’, and ‘cond’, ‘SH’, ‘LH’ refer to radiative, convective, advective, condensation, sen-167

sible heat flux, and latent heat flux temperature tendencies, respectively. The radiative,168

convective, sensible heat flux, and latent heat flux temperature tendencies are computed169

interactively. The RRTMG radiation scheme is used for the computation of shortwave170

and longwave radiative temperature tendencies. The surface albedo and control insola-171

tion are set such that the upwelling and downwelling TOA shortwave radiation match172

the idealized GCM simulation poleward of 80◦. The horizontal atmospheric energy trans-173

port induces a temperature structure stable to convection, so including a convection parametriza-174

tion has no effect. The surface sensible and latent heat fluxes are computed using bulk175

aerodynamic formulae with 5×10−2 drag coefficient and 5 ms−1 near surface wind speed176

(Rose, 2018).177

Values from the idealized GCM experiments averaged poleward of 80◦N are used178

to prescribe the specific humidity profile, which affects the radiation and surface latent179

heat flux. In addition, the time-mean advection and condensation temperature tendency180

profiles from the idealized GCM simulations are added as external temperature tendency181

terms to simulate the dry and moist components of atmospheric energy transport con-182

vergence, respectively. The advective temperature tendency term is calculated in the GCM183

as the difference in temperature tendency before and after running the dynamics mod-184

ule, and it, therefore, contains both the horizontal and vertical advection temperature185

tendencies. Because we prescribe atmospheric energy transport to the column model,186

we consider it to be a “forcing” in this context.187

The climatological temperature profiles of the idealized GCM and SCM are sim-188

ilar (figure S4), though the SCM has an overly strong near-surface temperature inver-189

sion compared to the GCM. This may be due to the absence of boundary layer scheme190

in the SCM, which would smooth differences between the surface and lower atmospheric191

layers. Similarities between the temperature profiles simulated by the idealized GCM192

and by the SCM still hold when the latitudinal bounds of the high latitudes is set to 60◦193

(see supplementary figure S5).194
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Figure 2. Residual warming arises from bottom-heavy CO2 warming, while solar forcing and

atmospheric energy transport changes have more uniform cooling. (a) Temperature difference be-

tween solar geoengineered simulation (G1) and control simulation (piControl) in the Arctic (>80◦

North) for the idealized GCM (black) and comprehensive GCMs (colors, listed in legend). (b)

Decomposition of polar temperature change using the single column model: increased CO2 (red),

reduced insolation (yellow), decreased energy transport (green), and all perturbations (black).

We run four simulations: quadrupled CO2, reduced insolation, perturbed energy195

transport, and a simulation with all perturbations (4xCO2 and reduced insolation, en-196

ergy transport, and specific humidity). A summary of the specific parameter settings for197

each run are given in the supplementary table S1. The separation of individual pertur-198

bations in the SCM assumes the full response to SRM is comprised of the linear super-199

position of these changes. Superposition holds precisely in the SCM, and largely in the200

idealized GCM, except for a ≈ 10% difference in the global mean (figure S2).201

Figure 2a shows that the idealized GCM’s vertical temperature change structure202

in high latitudes (black, “iGCM”) is similar to that of five CMIP5 models in the Arc-203

tic (colors, listed in legend). Figure 2b shows the temperature change structure for the204

different SCM simulations, with points showing surface (or skin) temperature changes.205

The CO2-only simulation (“CO2”, red) has a bottom-heavy temperature change struc-206

ture and a surface temperature increase of 3.1K. The insolation reduction simulation (“So-207

lar”, yellow) has a more vertically uniform cooling structure and a surface temperature208

change of -1.5K. The energy transport change (“ET”, green) preferentially cools the lower209

atmosphere and leads to a -0.5K surface temperature change. Finally, when all pertur-210

bations (CO2, insolation, water vapor and energy transport) are included (“All”, black),211

the surface temperature change is 1.1K, as was simulated by the idealized GCM (1.1K).212

The differences between the comprehensive GCMs (figure 2a, colors), the idealized GCM213

(figure 2a, black), and the SCM (figure 2b, black) can be due to the different radiation214

schemes, to the time-averaging of boundary conditions in the SCM, and to the absence215

of climate components such as clouds, sea ice, and ocean circulation.216

We calculate the forcing on the high latitude atmospheric column for each simu-217

lation by calculating the change in outgoing longwave radiation (OLR) induced by the218

changes in surface and tropospheric temperature (here, the tropopause is set at 200 hPa).219

The temperature kernel of the column model is calculated by separately increasing the220

surface and each pressure level by 1K and calculating the resulting OLR increase (see221

supplementary figure S7 for kernel structure). The total feedback determines the sur-222

face temperature change per unit of forcing and is decomposed into the Planck, lapse223

rate, and water vapor feedbacks. The change in water vapor is small and induces a neg-224

ligible change in surface temperature, so it is omitted here (see supplementary figure S8).225

The Planck feedback is computed as the OLR change from a 1K temperature increase226

–6–



manuscript submitted to Geophysical Research Letters

Run name ∆TS (K) Forcing (Wm−2) Lapse rate feedback (Wm−2 K−1)

‘4xCO2’ 3.1 5.1 0.79
‘Solar’ -1.5 -3.0 0.43
‘ET’ -0.51 -1.4 -0.20
‘All’ 1.1 0.63 1.9

Table 1. Values for ∆TS, forcing and lapse rate feedback for each temperature change struc-

ture of the single column model of the polar atmosphere (figure 2b).

at the surface and in the troposphere. Its value is -2.6 Wm−2 K−1, which is compara-227

ble to comprehensive GCM estimates in high latitudes (Feldl & Bordoni, 2016). The tem-228

perature feedback is computed as the OLR increase induced by the surface and tropo-229

spheric temperature change divided by the surface temperature change, and the lapse230

rate feedback as the temperature feedback minus the Planck feedback. The lapse rate231

feedback of the “All” experiment is 1.9 Wm−2 K−1, which is comparable to the high lat-232

itude lapse rate feedback of the idealized GCM SRM experiment computed using aqua-233

planet temperature kernels (Feldl et al., 2017) (not shown).234

The forcing and lapse rate feedback associated with each simulation are shown in235

table 1. There is a 2.1 Wm−2 positive TOA forcing from the difference between the CO2236

and solar forcings, and a -1.4 Wm−2 reduction in atmospheric energy transport conver-237

gence (comparable to the change in high latitude convergence of atmospheric energy trans-238

port in the idealized GCM). The relatively large surface temperature response in the “All”239

experiment (1.1K) for a small forcing (0.63 Wm−2 if the change in atmospheric energy240

transport is considered as a forcing on the high latitude column) can be attributed to241

the very destabilizing lapse rate feedback (1.9 Wm−2 K−1). If we use the lapse rate feed-242

back of the CO2-only simulation (0.79 Wm−2 K−1), then the surface temperature change243

would be 0.4K instead of 1.1K. We are thus left with explaining this very destabilizing244

lapse rate feedback that provokes most of the residual polar warming in SRM simula-245

tions.246

As shown in figure 2b, the vertical structure of temperature change in the “All”247

experiment can be decomposed into the effect of individual forcings and feedbacks. The248

warming from the increase in CO2 is very bottom-heavy (0.79 Wm−2 K−1 lapse rate feed-249

back), whereas the cooling from changes in insolation and energy transport are more ver-250

tically homogeneous. When this vertically homogeneous cooling is superimposed on the251

bottom-heavy warming from CO2, it decreases the OLR faster than it decreases the sur-252

face temperature. The vertical gradient in temperature is almost left unchanged (com-253

pare “CO2” and “All” in figure 2b), the forcing on the atmospheric column is small, and254

the surface temperature change is 1.1K. Given the importance of the lapse rate changes255

between forcing agents, we turn to a more idealized SCM to develop a theoretical un-256

derstanding of forcing dependence of high latitude lapse rate response.257

4 Simplified analytical model258

The analytical model of the high latitude atmosphere in radiative-advective equi-259

librium (Cronin & Jansen, 2016) was used to show the forcing dependence of high lat-260

itude lapse rate changes. In their model, an increase in greenhouse gases leads to a more261

bottom-heavy temperature change than an increase in atmospheric or surface forcing.262

Details including the climatological temperature and temperature changes of the ana-263

–7–



manuscript submitted to Geophysical Research Letters

lytical radiative-advective model are reproduced from Cronin and Jansen (2016) in the264

supplementary text S1.265

The essence of the mechanism for the forcing dependence of the high latitude lapse266

rate change is contained in the radiative equilibrium limit (no advection) of the Cronin267

and Jansen (2016) (Cronin & Jansen, 2016) model, so we discuss this simpler case. We268

impose the convergence of atmospheric energy transport at the surface to keep the tem-269

peratures of this pure radiative equilibrium model similar to high latitudes. The param-270

eters are FS = 120 Wm−2 and τ0 = 3, where FS is the surface forcing and τ0 the to-271

tal longwave optical depth. To further simplify the calculations, we do not include an272

atmospheric window and the optical depth decays as the square of the pressure normal-273

ized by the surface pressure.274

It is well understood that an atmosphere in pure radiative equilibrium is statically275

unstable, however the argument for the perturbation temperature is fundamentally the276

same as for an atmosphere in radiative-advective equilibrium and easier to understand.277

In this model, increasing the total longwave optical depth is analogous to increasing at-278

mospheric CO2, and decreasing the surface forcing is analogous to decreasing the TOA279

insolation (atmospheric absorption of solar radiation is ignored).280

Figure 3a shows the temperature change from increasing the total longwave opti-281

cal depth (red) and from decreasing the surface forcing (yellow). The total longwave op-282

tical depth is increased from 3 to 3.2 and induces an instantaneous reduction in OLR283

by 3.6 Wm−2, which we use for the magnitude of the reduction in surface forcing. The284

vertical structure of temperature change is more bottom-heavy for an increase in long-285

wave optical depth (“CO2”, red) than for a decrease in surface forcing (“Solar”, yellow).286

The forcing dependence of the lapse rate feedback thus does not depend on the presence287

of atmospheric energy transport convergence.288

To explain this forcing dependence, we derive a simple expression for the temper-289

ature structure of the polar troposphere from the two-stream Schwartzchild equations290

for gray radiative transfer (equations 1 and 2 in supplementary text S1) with the sim-291

plifications described above:292

2σT (p)4 = FS [1 + τ(p)] = FS

[

1 + τ0

(

p

p0

)2 ]

, (3)

where FS is the surface forcing, τ0 the total longwave optical depth, p the pressure and293

p0 the surface pressure. This equation shows that temperatures must change at all lev-294

els for a change in FS , but they do not change as p goes to zero for a change in τ0.295

Figure 3b shows the difference in 2σT 4 from changes in τ0 and FS . When τ0 is in-296

creased from 3 to 3.2, the change in 2σT 4 is zero at the TOA and δτ0FS at the surface.297

When FS is reduced from 120 Wm−2 to 116.4 Wm−2, the change in 2σT 4 is δFS at the298

TOA and δFS(1 + τ0) at the surface. Physically, an increase in greenhouse gases cor-299

responds to a deepening of the atmosphere with respect to optical depth and the net up-300

wards longwave radiative flux at the TOA between two equilibrium states is not affected;301

whereas a change in insolation affects the longwave radiative flux from the surface to the302

TOA. This reasoning applies for an atmosphere in pure radiative equilibrium, as well as303

an atmosphere in radiative-advective equilibrium (see figure S9 for an analog of figure304

3 for an atmosphere in radiative-advective equilibrium).305

5 Conclusion306

In climate model simulations of solar radiation management (SRM) scenarios, where307

the solar constant is reduced to compensate for an increase in CO2, there is residual warm-308

ing in polar regions. We decompose the contributions of the CO2 increase, insolation de-309
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Figure 3. A pure radiative version of an analytical model of the high-latitude atmosphere

(Cronin & Jansen, 2016) captures the forcing dependence of lapse rate changes. (a) Temperature

change from increasing the total longwave optical depth by 0.2 (‘CO2’, red) and from decreasing

the surface forcing by 3.6 Wm−2 (‘Solar’, yellow), which is equal to the instantaneous reduc-

tion in outgoing longwave radiation from increasing the total longwave optical depth by 0.2.

(b) Change in 2σT 4, which satisfies the radiative transfer equation [3], for both perturbation

experiments.

crease, and energy transport change to the vertical structure of high latitude temper-310

ature change, to understand why this residual polar warming occurs. The high latitudes311

are close to radiative-advective equilibrium: the cooling from radiation is balanced by312

warming from atmospheric energy transport convergence. Where there is convection, the313

temperature of the atmospheric column can be approximated based on the surface tem-314

perature and relative humidity. Without convection, each forcing and feedback induces315

a different lapse rate response. In the SRM experiment, the latitudinal structure of the316

forcing is such that the high latitudes have a positive TOA radiative forcing and a re-317

duction in atmospheric energy transport convergence. If we consider the atmospheric en-318

ergy transport convergence as a forcing on the high latitude column, then the positive319

TOA forcing and reduction in atmospheric transport convergence add up to give a small320

forcing. However, the surface temperature change is relatively large, which is explained321

by a destabilizing lapse rate feedback. The vertical structure of the high latitude tem-322

perature change of an idealized GCM is decomposed using a SCM. It is shown that the323

warming from CO2 alone is very bottom-heavy whereas the cooling from a reduction in324

insolation and atmospheric energy transport are more vertically homogeneous. The com-325

bination of a bottom-heavy warming and a vertically homogeneous cooling gives a small326

forcing for a relatively large surface warming. Using the no advection limit of an ana-327

lytical model of the high latitude atmosphere in radiative-advective equilibrium (Cronin328

& Jansen, 2016), we show that the difference in the vertical structure of temperature changes329

from increasing CO2 and decreasing insolation result from different changes in the bound-330

ary conditions of the radiative flux. The increase in CO2 deepens the atmosphere with331

respect to optical depth, whereas the change in insolation modifies the resulting long-332

wave radiative fluxes through the whole atmosphere (surface to TOA). The dominance333

of the forcing agent dependence of lapse rate changes in provoking residual polar warm-334

ing in SRM simulations can be assessed by replacing the lapse rate feedback with that335

of CO2 (table 1) or considering models without this feedback (Merlis & Henry, 2018),336

both of which substantially underestimate the polar warming. An implication of the lapse337

rate dependence on forcing agent is that there will be residual polar surface warming even338

if the spatial distribution of scattering aerosols can be optimized to perfectly offset the339

local greenhouse gas forcing.340
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