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Abstract

In this study, we detail a new prediction-oriented procedure aimed at volcanic hazard assessment based on geophysical mass
flow models with heterogeneous and poorly constrained output information. Our method is based on an itemized application
of the empirical falsification principle over an arbitrarily wide envelope of possible input conditions. In particular, instead
of fully calibrating input data on past observations, we create and explore input values under more general requirements of
consistency, and then we separately use each piece of empirical data to remove those input values that are not compatible with
it, hence defining partial solutions to the inversion problem. This has several advantages compared to a traditionally posed
inverse problem: (i) the potentially non-empty intersection of the input spaces of partial solutions fully contains solutions to the
inverse problem; (ii) the partial solutions can provide hazard estimates under weaker constraints potentially including extreme
cases that are important for hazard analysis; (iii) if multiple models are applicable, specific performance scores against each
piece of empirical information can be calculated. We apply our procedure to the case study of the Atenquique volcaniclastic
debris flow, which occurred in the State of Jalisco (MX), 1955. We adopt and compare three depth averaged models currently
implemented in the TITAN2D solver, available from vhub.org. The associated inverse problem is not well-posed if approached
in a traditional way. However, we show that our procedure can extract valuable information for hazard assessment, allowing

the exploration of the impact of model flows that are similar to those which occurred in the past, but differ in plausible ways.
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1. Prediction-oriented modeling

Hazard assessment of geophysical mass flows, such as landslides or pyroclastic flows, usually relies on the reconstruction of
past flows that occurred in the region of interest using models of physics that have been successful in hindcasting. While
physical models relate inputs and outputs of the dynamical system of the mass flow (Gilbert, 1991; Patra et al., 2018a) this
relation is dependent on the choice of model and parameters which is usually difficult for future events.

Choices based on limited data using classical inversion is often misleading since it does not reflect all potential event
characteristics and even in a probabilistic setting can be error-prone, due to incorrectly limited event space.

In this work, we use a multi-model ensemble and a plausible region approach to provide a more prediction-oriented
probabilistic framework for hazard analysis.

Fig 2. Diagram of
the steps of our
meta-modeling
approach.

We use the same
notation for each
piece of data D,
and the set of
outputs
consistent with it.

We represent each model M; with an operator: fa, 1 Qy — R?, The set of feasible inputs: Qg :=
natural meta-modeling framework. Then, we characterize the codomain D C RY of
plausible outputs - it includes all the outputs consistent with the observed data, plus
additional outputs which differ in arbitrary, but plausible ways (see Fig. 2).

So Vj, the specialized input space is defined by: Qi = f,\,,j'l[DG N fMj(QOJ') ]. See Figure 1 and 2.
In a similar way, Vi, the partial solutions to the inverse problem are: Q)= f,1[D; n f,(Q)) ].

In a probabilistic framework, for each model M; we define a probability measure P, over the measurable parts
of its input space Q. In the sequel we assume P, ~ unif(Q0’), where Q) € Q}is called specialized input space.

|_|Qj ,is a

J

The implementation of
multiple models is a
crucial aspect. Typically, a
single model is not able
to entirely cover D..

Fig 1. Venn Diagram:
input spaces,

output space, and
model functions,

feasible inputs
domain,

plausible output
codomain and
specialized inputs,

observed data and
partial solutions.

The question mark
emphasizes that the covering
of other plausible outputs
could be enabled, adding more
models if necessary.

For each model M;e M

Define the domain of feasible inputs - )/
- existence of the output

- realism in the physics

Define the codomain of plausible outputs - D
- robust numerical simulation without spurious effects

- macroscopically meaningful flow dynamics

- inundation of a designated region
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Statistical summary of:
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2. Geophysical models and input spaces

We adopt and compare the three depth averaged models Mohr-Coulomb (MC) (Savage&Hutter, 1989), Pouliquen-
Forterre (PF) (Pouliquen, 1999; Pouliquen&Forterre, 2002) and Voellmy-Salm (VS) (Voellmy, 1955; Salm, 1990).

Input spaces are explored by Latin Hypercube sampling (McKay, 1979; Owen, 1992b; Stein, 1987). The models are
incorporated in our large scale mass flow simulation framework TITAN2D (Patra et al., 2005; Patra et al., 2018b).

Models are parameterized by:

%' = {(bveas b, V) ERL}Y  OFF ={(b1,¢2,L,V) €RY} Q= {[arctan(u),log;o(€), V] € R} }

— Total Volume: V € [3.5, 5] x 10° m?, i.e. 4.254+0.75 x10° m3.| Feasible | | We enhance the sampling || The 4'" release of TITAN2D
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An increase of w4, the source in Arroyo Seco,(Fig.4) is not excluded,

but would require additional field work to be constrained. In PF, the hue expresses the distance along the third dimension.

Fig 3. Overview of the specialized experimental design in (a-b) MC, (c-d) PF, (e-f) VS models. (a-c-e)
are projected along the V coordinate, and (b-d-f) along &,.,, $, and § coordinates, respectively.

3. Geophysical case study and plausible outputs

The Colima Volcanic Complex is located in the western portion of the Trans-Mexican Volcanic Belt (small box in Fig.4). It consists of a N-S volcanic
chain formed by Cantaro, Nevado de Colima, and Colima volcanoes (Allan, 1986; Robin et al., 1987; Luhr&Carmichael, 1990). Nevado de Colima (4320
m.a.s.l.) occupies the central part of the volcanic complex, being the most voluminous of the three volcanoes (Cortés et al., 2010).

The considered drainage starts at an elevation of 4000 m on the eastern flank of Nevado, is occupied by Atenquique river, and ends at its junction
with the Tuxpan River at 1040 m. On 16 October, 1955, at 10:45 am, the inhabitants of Atenquique were surprised by the sudden arrival of an 8-9-m
high wave carrying mud, boulders and tree trunks. More than 23 people died, and the flood leveled everything but the tower of the church and the
upper part of the market place (Ponce Segura, 1983; Saucedo et al., 2008).

Deposits cover a minimal area of 1.2 km?, and a minimum volume of 3.2 x 10®° m3 was estimated for the flow. The diluted flow that inundated the
village probably had a velocity in the range of 4 to 6 m/s, obtained by comparison with analogous flows (Pierson, 1985; Saucedo et al., 2008).

Vj we sample the model M; input in a Monte Carlo simulation, and the output of each sample run is a function f(w, x, t), where w is the input, tis the
time and x is a spatial element of the computational grid. f; is a random function with respect to the probability distribution P, over Qi

The results are summarized in Figure 5 by a family of spatial maps of maximum flow depth with respect to time, H.

We display the 5™ and 95" percentiles with respect to Py;;.

MC shows the lowest values, while VS the highest, especially in the distal part of the domain. In MC, the flow in the tributaries is not capable of
reaching the village, while in the 95t percentile maps of PF and VS, it is. In VS, the flow in Arroyo Platanos joins the main ravine even in the
5th percentile map. Significant over-spill issues are absent.

Bevilacqua et
al., (2018)
includes maps
of maximum
kinetic energy,
and time graphs
of local forces.

Fig 5. Maximum flow height H as a function of time in

(a-b) MC, (c-d) PF, (e-f) VS model. (a-c-e) are the 5t

and (b-d-f) are the 95 percentile values with respect

to Pl. Elevation contours are included at intervals of
and 500 m (NASA, 2014).
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(b) Digital elevation map including isolines (NASA, 2014). Volume partition
percentage among sources is reported. A regional map is in a small box.
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Fig 6. Histograms of local flow height and speed in Sites #3, #4, #5.
(a,d,g) show height at t=2400 s, (b,e,h) maximum height, (c,f,i) maximum
speed. Models are displayed with different colors. Dots on the height
axis show the uncertainty interval of data - green is the deposit thickness

Close to Site
#4 there are
the supports

of the new

bridge of the (Saucedo et al., 2008) and unpublished data, violet is the wave height
freeway to documented by the survivors (Ponce Segura et al., 1983),
tcr;e“r:gy 0l cyan the estimated speed (Pierson et al., 1985).

We focus our analysis on the sites #3-#5, all placed in proximity to Atenquique village.
Site #3, UTM 660258N, 2161315E. It is ~2 km upstream from the village;

Site #4, UTM 662453N, 2160360E. Immediately upstream from the village;

Site #5, UTM 663539N, 2160200E. In the village, ~¥1 km downstream from site #4.

Figure 6 shows the maximum flow height and speed histograms at the three selected
sites, as well as the height after 2400 s of simulation. Data of the 1955 flow is included.

The deposit thickness data is calculated from the envelope of the closest field sections:
[3.7, 5.5] m at Site #3, [1.7, 3] m at Site #4, and [1.4, 3.8] m at Site #5
(Saucedo et al., 2008).

Fig 8. Example #1

of partial solution
inputs in (a-b) MC,
(c-d) PF, (e-f) VS.

The color
expresses the
considered data:
is deposit
thickness in Site
#5, blue is wave
height in Site #4,
red is flow speed
in Site #5.

Example #2 of
partial solution
inputs in (a-b) MC,
(c-d) PF, (e-f).

is deposit
thickness in Site
#5, blue is wave
height in Site #3,
red is flow speed
in Site #4.

(a-c-e) and (g-i-k)
are projected
along the V
coordinate, and
(b-d-f) and (h-j-I)
along .., d, and §
coordinates,
respectively.
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Figure 8 display two examples of partial solutions in the specialized experimental design.
For each example n=1,2 we select a subfamily of empirical data (D,). . ,, and define, V j:
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4. Partial solutions in the input space

Figure 7 shows the barplots of data likelihood. Model performance depends on the selected type of data and site.
[deposits height] MC performs well at Site #3, while VS at Site #5.
[maximum flow height] PF and VS can replicate the values at Site #3, and only VS can replicate the values at Site #4.
[maximum flow speed] PF and VS perform moderately well at Site #4, while only VS at Site #5.
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PARTIAL SOLUTIONS SUBDESIGN, EXAMPLE #2
MOHR-COULOMB LHS (260 points)

Fig 7. Barplots of data likelihood in Sites
#3, #4, #5. (a) compares flow height at
t=2400 s with observed deposit thickness
(Saucedo et al., 2008).
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P{h(t) ~ Deposit Thickness}

(b) compares maximum height and
maximum speed with observed wave
height (Ponce Segura et al., 1983) and
analog flow speed (Pierson, 1985). Models
are displayed with different colors.
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Fig.7a considers deposit thickness values, comparing them to the flow height at t=2400 s.
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Both examples in Fig.8 consider the deposit thickness at Site #5 only. Then,
° Example #1 evaluates maximum flow height at Site #4, and the maximum flow
speed at Site #5, while Example #2 does that at Site #3 and #4, respectively.
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beta=f(phi2) [Example #2] In MC, the required maximum flow speed is never reproduced.

The connection of inverse problems and model uncertainty is a
challenge in the future development of multi-model solvers

5. Examples of conditional results

In Figure 9 we report the spatial maps of mean of maximum in flow  CONDITIONAL RESULTS - VOELLMY SALM

height, H, and kinetic energy k. We report the histograms of mys? 10> 10° 10° (b)
maximum dynamic pressure Q.
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In Example #1, Q€ [0, 150] m?/s? at Site #4, Q€ [7.5, 17.5] m?/s? at #5.
In Example #2, Q€ [8, 13] m?/s? at Site #4, Q€ [4, 7] m?/s? at #5.
Typical values of density of mudflows are above 2000 kg/m3.
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More information on the speed in the village could
allow us to further discriminate the models.

In the spatial maps of Fig.9, PF shows slightly lower maximum flow
height, and significantly lower energy than VS, especially in the distal
part of the domain.

CONDITIONAL RESULTS - POULIQUEN FORTERRE
10> 10° 10°

mis? 1

(e)

Similar strategies have been applied in hurricane hazard
analysis (Krishnamurti et al., 2016; Ghosh et al., 2018).

6. Conclusions

We introduced a new prediction-oriented method for hazard assessment of debris flows.

In summary:

We defined a specialized experimental design after assuming: the realism of the
underlying physics, the numerical simulation robustness, and the meaningfulness of
flow dynamics and inundation output. This contains valuable information for hazard
assessment and this is a first step towards the development of an objective and
partially automated experimental design.

We calculated the likelihood that different model realizations reasonably represented
the 1955 Atenquique flow, given multiple pieces of field data. The exercise provided
useful information in either model selection or data inversion.

We constructed partial solutions to the inverse problem, conditioning the specialized
experimental design to be consistent with subsets of the observed data. We found
model selection to be inherently linked to the inversion problem.

Our results are consistent with evolution of flow rheology downstream in the vicinity
of the village, from MC above the village, to either PF or VS within and downstream
from the village. The meaning may reflect an evolution from inertial to macroviscous
debris flow behavior near Atenquique.
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Additional tests at a finer resolution in the experimental design could be performed to
achieve a more accurate characterization of the conditional input spaces, if required.
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(a-d) Histograms of maximum dynamic pressure in Sites #4 and #5.
Mean values of the maps of (b-e) maximum kinetic energy and (c-f)
flow height as a function of time. Colors are related to their values.
Elevation contours are at intervals of and 500 m (NASA, 2014).
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X {4 m/s < max(v) < 6 m/s} (I) (_l) ) ] . ]
Ste# Sec.21 We have that, 6, # @ if M; is PF or VS. In PF the set is bounded by:
+ m < max <9m
: — ¢, € [1.0, 1.6], L€ [0.12,0.25]m, V€ [3.9,4.9] x 10° m3.
+ 9 £ by H
© ) o Oo/‘ig o P H+ f:é _t s . . . o
° PATTR L By it {{; L In VS, the partial solutions set is small and close to the frontiers of the
o Mo oPg e Ty e ] .
; ++++*;§f%%? S e 2T ‘:;o L2y uncertainty ranges: arctan(p) = 1.2, €=3.1, V=3.6x10°m53.
= 31 *4 4t o . ® = o B0k e e . . e o . .
E NE O YL S Tl e BTN F T The input subsets of the three requirements are almost disjoint (see Fig.8k).
- o CIE 14 08‘9598508 0%o SR % o] 5.0
. e @0‘%@ 2o C Hatete Toe o Wedo not detail it further because this results can be disrupted even by
) 8 A . o, 0 i 2 20 o . . . .
: L & o frd QB 7 relatively small variations of the inputs.
10 15 20 25 1.0 15 20 25 =
d1(deg) $1(deg) h
VOELLMY-SALM LHS (350 points) Thus, PF reproduces the required height and speed when impacting the
. ® p— ? 0 village, but only VS maintains them in the downstream part of the village.
cﬂa:o t . e T :¢
"-t e, ® T + ® e " . . . .
o | PRV S g T e BT A Solving the partial inverse problems enables us to select a model, which
- ) K +I+ ++ _ + ++ & ++ - .
F ey T 2 R ;: ® = nevertheless depends on the type of data and site:
Bl H L er g o Bad ket . . | * VSinExample #1
8 T PR R A Y § % RCAJE o » ) pl 2' MC model is not capable of reproducing the required
® ++ ° 5 @ L. 05 @ P+ o _o S 3 L4 . . . . .
4 L o o A b 3 0%, P j’ ° PF in Example #2. maximum flow height and speed in the village. Its feasible
2 A f%in . X TleeT e o o xoe ‘;jé, input space does not allow us to reduce the friction further.
95 = 0€QJ ooo O&QP %%o o @ooo 8 08%0 000 %
e Wi Ry, % 9 . e 2 2% * % & Lo . : ", b .
| ol m T e B e 7 ef I R 9 20 a0 s Bevilacqua et al., (2018) includes an additional example focused on deposit thickness in the three

sites. That is without a solution. Deposit at Site #3 is inconsistent with deposit downstream. This
advocates the possibility of testing additional models, for example including an entrainment term.
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