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Key Points: 10 

• We use a distributed acoustic sensing array that crosses the Garlock Fault to investigate 11 
its structure. 12 

• We find that the low velocity zone around the fault is mostly shallow, suggesting the 13 
damage zone at depth is at most narrow. 14 

• We find a clear bimaterial contrast at depth, which was hidden by the shallow crust, that 15 
suggests a preferred westward directivity.   16 



 

 

Abstract 17 

The structure of fault zones and the ruptures they host are inextricably linked. Fault zones are 18 
narrow, which has made imaging their structure at seismogenic depths a persistent problem. 19 
Fiber-optic seismology allows for low-maintenance, long-term deployments of dense seismic 20 
arrays, which present new opportunities to address this problem. We use a fiber array that 21 
crosses the Garlock Fault to explore its structure. With a multifaceted imaging approach, we peel 22 
back the shallow structure around the fault to see how the fault changes with depth in the crust. 23 
We first generate a shallow velocity model across the fault with a joint inversion of active source 24 
and ambient noise data. Subsequently, we investigate the fault at deeper depths using travel-time 25 
observations from local earthquakes. By comparing the shallow velocity model and the 26 
earthquake travel-time observations, we find that the fault’s low-velocity zone below the top few 27 
hundred meters is at most remarkably narrow, potentially indicating fault zone healing. Using 28 
differential travel-time measurements from earthquake pairs, we resolve a sharp bimaterial 29 
contrast at depth that suggests preferred westward rupture directivity. 30 

Plain Language Summary 31 

Fault zone structure is important because it influences the physics of earthquake ruptures. 32 
Imaging fault zones at depth, where large earthquakes typically happen, is challenging because 33 
fault zones are narrow and seismic imaging resolution degrades with depth. Dense seismic arrays 34 
deployed across faults can help resolve important properties of fault zones at depth. Fiber optic 35 
seismology allows for the deployment of dense arrays across faults for long periods of time with 36 
low logistical burden. We use a fiber optic array that crosses the Garlock Fault to explore 37 
important characteristics of the fault zone at different depths. We find that there is no extensive 38 
low velocity feature at depth, potentially suggesting healing of the fault damage zone. 39 
Additionally, when we remove the contribution of the complicated velocity structure of the 40 
shallow crust, we recover a sharp velocity contrast across the fault which may have implications 41 
for the propagation behavior of future ruptures. 42 

1 Introduction 43 

Fault zone structure plays an important role in the behavior of earthquake ruptures. Damage in 44 
the immediate vicinity of the fault alters the permeability and rheology of fault-adjacent rocks, 45 
potentially affecting the movement of fluids near the fault (Caine et al., 1996) and changing the 46 
dynamic properties of ruptures (Dunham et al., 2011; Thakur et al., 2020). Observational work 47 
has shown that large ruptures often propagate unilaterally (e.g., Atterholt & Ross, 2023; J. J. 48 
McGuire et al., 2002); simulations and experimental work suggest that a bimaterial contrast 49 
across the fault at seismogenic depths promotes asymmetric ruptures, but the consequences for 50 
future directivity of faults is unclear (Andrews & Ben‐Zion, 1997; Anooshehpoor & Brune, 51 
1999; Cochard & Rice, 2000; Harris & Day, 2005; Huang, 2018; Ranjith & Rice, 2001; Xia et 52 
al., 2005). Recent simulations suggest that, for sequences of earthquakes, bimaterial contrasts 53 
bias the nucleation sites towards asymmetric ruptures and a preferred rupture direction 54 
(Abdelmeguid & Elbanna, 2022; Erickson & Day, 2016). This consequent directivity can 55 
amplify ground motion in the path of the propagating rupture, which is an important 56 
consideration when evaluating rupture hazards and dynamic stress changes. 57 

The Garlock Fault is a major left-lateral strike-slip fault that extends from the San Andreas to the 58 
southern tip of Death Valley and bisects the Eastern California Shear Zone. This fault has been 59 



 

 

quiet during the historical period but is known to have hosted several large earthquakes in the 60 
past few thousand years (Dawson et al., 2003; Madden Madugo et al., 2012; McGill & Rockwell, 61 
1998). The most recent known event on the Garlock Fault took place several hundred years ago, 62 
and thus the fault is expectedly late in its interseismic period. Recently, the 2019 Ridgecrest 63 
earthquake sequence triggered creep and an earthquake swarm on the Garlock Fault (Ross et al., 64 
2019). A rupture on the Garlock is of concern because of its proximity to several communities 65 
and because it would likely impose significant dynamic and static stress changes on the San 66 
Andreas (Toda & Stein, 2020) or could potentially be triggered to produce a large aftershock of a 67 
rupture on the San Andreas, as in the 2023 Kahramanmaras earthquake sequence (Jia et al., 68 
2023). 69 

Imaging fault zones is a challenging problem, particularly at depth, because fault zones are 70 
narrow structures, and the resolution of imaging techniques, such as travel-time tomography, 71 
typically degrade with depth. Fault structure at depth is important because large earthquakes 72 
typically nucleate at least several kilometers (~5 km) below the surface (Hauksson et al., 2012), 73 
and the fault zone at these depths is thus important for understanding the physics of large 74 
ruptures. Hereafter, we refer to depths at which large earthquakes typically nucleate as 75 
seismogenic depths. Travel-times from individual earthquakes can sample structure near the fault 76 
(Ozakin et al., 2012), but these measurements are depth-integrated, and thus make drawing 77 
conclusions about the fault at seismogenic depths difficult. Fault zone trapped waves (e.g., Ben-78 
Zion et al., 2003; Catchings et al., 2016; Qiu et al., 2021) and fault zone head waves (e.g., Allam 79 
et al., 2014; McGuire & Ben-Zion, 2005) have been used to image fault damage zones and 80 
bimaterial contrasts respectively, with great success. However, a recent study of the Garlock 81 
fault (H. Qiu et al., 2023) shows no fault zone trapped waves and weak fault zone head waves, 82 
which are also depth-integrated, on the Garlock. Imaging the depth-dependent properties of the 83 
fault damage zone and characterizing the properties of the fault interface at seismogenic depths 84 
thus present significant challenges. 85 

Distributed acoustic sensing (DAS) is a technique that measures strain in a fiber optic cable 86 
using optical interferometry on backscattered light from laser pulses in the fiber. DAS arrays 87 
measure strain at high spatial and temporal frequency and can be deployed with minimal effort 88 
for long periods of time. In this study, we use a DAS array that crosses the Garlock to image the 89 
depth-dependent structure of the fault zone. To accomplish this, we apply a framework that uses 90 
multiple methods with complimentary depth sensitivities to recover the depth-dependent 91 
structure of the fault zone. This kind of approach has been successfully applied using dense 92 
arrays that cross fault zones in the past (Jiang et al., 2021; Zhang et al., 2022). We first resolve a 93 
high-resolution image of the shallow structure using a joint dataset of active source and ambient 94 
noise data. Subsequently, we measure the depth-integrated velocity structure on the fault zone 95 
using earthquake travel-times from a cluster of earthquakes near the fault. Using a broader set of 96 
earthquakes, we infer deeper fault structure using differential travel-times from earthquakes over 97 
a larger geographic area. These analyses are all performed using collocated measurements and 98 
each uniquely constrain different depth-dependent features of the fault zone.  99 

2 A Heterogeneous Shallow Subsurface 100 

The shallowest part of the fault zone has been shown to exhibit sharp, low-velocity anomalies 101 
that contribute to considerable ground motion amplification during earthquakes and may signify 102 
damage that facilitates fluid transport (Share et al., 2020; Y. Wang et al., 2019; Zigone et al., 103 
2019). The high heterogeneity imposed by the shallow subsurface may also significantly affect 104 



 

 

depth-integrated measurements which are used to infer the properties of fault zones at 105 
seismogenic depths. The shallowest fault zone structure is thus a natural starting point when 106 
seeking to understand the fault zone’s full architecture, because this structure may subsequently 107 
be used to correct for its universal contribution to depth-integrated observations. 108 

In August of 2021, a DAS array was deployed on a dark fiber traversing a path between 109 
Ridgecrest, CA and Barstow, CA. The array spans 100 kilometers with 10-meter channel 110 
spacing, amounting to 10,000 channels averaging strain over 50 or 100 meters, depending on the 111 
recording period (see Fig. 1). DAS is a powerful tool for characterizing the shallow subsurface 112 
(e.g, Atterholt et al., 2022; Cheng et al., 2021; Jousset et al., 2018; Spica et al., 2020; Viens et 113 
al., 2022; Yang, Zhan, et al., 2022), and we employ this array to solve for the heterogeneous 114 
structure in and around the Garlock Fault. We leverage data with complementary frequency 115 
sensitivity from an active source survey that used the in-situ DAS channels as receivers and 116 
ambient noise cross-correlations.  117 

The active source experiment was performed using a Propelled Energy Generator (40 kg) source 118 
at 10 m intervals along a 1.4 km segment of the array centered on the mapped strand of the 119 
Garlock Fault (purple segment; Fig. 1a). At each shot location, we performed 10 shots for 120 
stacking. During the active source experiment, we reduced the channel spacing and gauge length 121 
of the array to 2 m and 16 m respectively. To produce virtual shot gathers, we cross-correlate 122 

a. b. c.

Figure 1. Study setting and dataset examples. a. Map summarizing the data used in this study. Blue, yellow, and 
purple curves represent the entire DAS array, the segment used for the ambient noise experiment, and the 
segment used for the active source experiment, respectively. Gray and green points show the earthquakes used 
to construct the profiles in Figures 2 and 4. The gray star indicates the earthquake shown in c. The diamond 
shaped points indicate the earthquakes shown in Fig. S4. Red points show earthquakes that were also used in the 
inversion in for the bimaterial contrast. b. Example shot gathers located approximately on the mapped fault trace 
from the active source (top) and ambient noise experiments (bottom). Active source and ambient noise shot 
gathers are bandpass filtered between 2-10 and 1-5 Hz respectively. c. Example of the waveforms from an on-
fault earthquake. Olive dotted lines mark the P and S wave picks. Earthquake wavefield is filtered between 1-10 
Hz. For b and c, zero distance is the location of the intersection between the central strand of the Garlock Fault 
and the DAS array. 



 

 

ambient noise for a week of continuous data with 10 m channel spacing and 50 m gauge length. 123 
Prior to performing the cross-correlations, we bandpass filter the data between 0.1 and 10 Hz and 124 
down-sample the data to 25 Hz. We apply absolute-average temporal normalization and spectral 125 
whitening to 1-hour segments of the data and subsequently apply cross-correlation and 126 
normalization in the frequency domain (Bensen et al., 2007). We then transform the cross-127 
correlations to the time domain and organize them into common shot gathers for each virtual 128 
source. Examples of both active source and virtual source shot gathers are shown in Fig. 1b. 129 

To invert for dispersion curves for both sets of shot gathers, we employ a beamforming approach 130 
(Yang, Atterholt, et al., 2022). In short, this approach takes a window of stations around each 131 
station that recorded an individual shot gather and measures the local phase dispersion. The 132 
window used is set according to the approximate wavelength of the data. This technique resolves 133 
many dispersion curves at each channel location for each dataset.  The resultant dispersion 134 
curves in the immediate vicinity around the fault are shown in Fig. 2, and the dispersion curves 135 
for an extended region computed using only the ambient noise data are shown in Fig. S1.   136 

We subsequently perform a joint inversion to infer the depth-dependent velocity structure around 137 
the fault shown in Fig. 3. To accomplish this, we use several key components of the level set 138 
tomography approach outlined in Muir & Tsai (2020) and Muir et al. (2022). We parameterize 139 
our model as a Gaussian random field that is regularized by a Whittle-Matérn covariance 140 
function. The covariance function incorporates a dominant length scale, set to 40 m in this study, 141 
and a roughness parameter, set to 2.5 in this study. Because of the dominant length scale, some 142 
of the high spatial frequency features in the data are not captured in the joint model. This is 143 
acceptable for our purposes. Setting the roughness parameter to 2.5 is equivalent to enforcing 144 
that each individual realization of the Gaussian random process is twice continuously 145 

a.

b.

Figure 2. Dispersion curves from the active source experiment (a) and ambient noise cross-correlations (b) 
along the purple segment of the array in Fig. 1. Black dotted lines show locations of mapped strands of the 
Garlock Fault where they cross the velocity profile. 



 

 

differentiable. The inversion is solved using the Ensemble Kalman Sampler (Garbuno-Inigo et 146 
al., 2020). This solver initializes a set of particles and uses Langevin diffusion dynamics to 147 
iterate towards the posterior distribution. We incorporate both sets of data into this inversion by 148 
computing the model-data misfit for each dataset, weighted by the corresponding standard 149 
deviations, at each iteration. For the joint inversion, we up-sample the ambient noise dispersion 150 
curve profile so that the dimensions of the two datasets are the same.  151 

We separately perform an inversion using only ambient noise cross-correlation data for an 152 
extended portion of the array using the dispersion curves in Figure S1. Because of the lower 153 
spatial resolution of the ambient noise cross-correlation dataset, we use a dominant length scale 154 
of 200 m for this inversion. We merge this model with our higher resolution near fault model; the 155 
discontinuity between these two models is removed by gradual averaging at the boundaries. The 156 
resultant extended model is plotted in Fig. S1.  157 

The velocity model in Fig. 3 shows a rapid transition from lower-velocity material to higher-158 
velocity material with depth. The heterogeneous lateral structure is responsible for sharp velocity 159 
perturbations at and across the fault. There is a clear, low-velocity feature biased towards the 160 
south side of the fault with a width of approximately 300 meters. This feature could be 161 
interpreted as the fault damage zone, but at this depth resolution, it could also be a shallow, 162 
potentially fault-associated, basin structure, as has been observed elsewhere (Song & Yang, 163 
2022). Additionally, low velocities (less than 800 m/s) persist in the top 100 meters to the edges 164 
of our joint model. To determine if this is potentially a wider compliant zone associated with 165 
fault deformation, we can look at the extended model produced using ambient noise cross-166 
correlation in Figure S1. This model suggests that these low velocities extend at similar depths 167 
several kilometers from the fault trace. We thus expect that these low velocities are associated 168 
with shallow sediment rather than deformation due to the fault zone. There is also a clear step in 169 
velocity across the fault, suggesting a sharp discontinuity due to displacement. The lateral 170 
heterogeneity at these depths suggests that the near-fault structure is highly varied, and because 171 
local structure plays a large role in ground motion amplification (Aki, 1993), these observations 172 
are important for assessing potential ground motion variability due to strong velocity 173 
perturbations near faults. Beyond these observations, this model is also a valuable correction 174 
term for isolating the fault structure at depth. 175 

3 An Upper Limit on Damage Zone Size 176 

Earthquake travel-time measurements are sensitive to the velocity structure along the entire ray 177 
path, including both seismogenic depths and the shallow crust. Due to the highly productive 178 
2019 Ridgecrest earthquake aftershock sequence, the area around the Garlock fault has produced 179 
many earthquakes with variable depths to the northeast of the array (Ross et al., 2019). We first 180 
focus on a cluster of earthquakes near the Garlock Fault approximately 20 km east of the array 181 
and 9 km deep (Fig. 1). We use a deep learning algorithm, PhasenetDAS (Zhu et al., 2023), 182 
which is designed specifically for DAS data, to pick shear wave phase arrivals from these 183 
earthquakes. In short, PhasenetDAS generates training datasets by generating noisy labels for 184 
DAS data using Phasenet (Zhu & Beroza, 2018) and refining the labels using GaMMA (Zhu et 185 
al., 2022), a phase association algorithm. PhasenetDAS was partially trained using this dataset 186 
and, by visual inspection, performs very well for the events used in this study. Examples of these 187 
picks is shown in Fig. 1 and Fig. S5. To compute the travel-time perturbations for each event, we 188 
compute the expected travel-times for a 1D model and subtract these from the observed travel-189 
times. We modify a local 1D velocity profile from the SCEC Community Velocity Model 190 



 

 

(CVMS) (E. Lee et al., 2014) and compute the travel-times using TauP (Crotwell et al., 1999). 191 
We then perform an elevation correction assuming an S-wave velocity from the top layer of the 192 

Figure 3. Shallow shear wave velocity model and corresponding model-travel-time perturbation 
comparison along the purple segment of the array shown in Fig. 1. a. Profile taken from the shallow 
velocity model around 100 meters depth (averaged from 80-120 m and smoothed over 200 m laterally) that 
clearly shows the discontinuity across the fault. b. Shear wave velocity model from the joint inversion of 
the active source and ambient noise data. Black dotted lines mark the locations of the array-crossing 
mapped traces of the Garlock Fault. c. Travel-time perturbations from the cluster of earthquakes on the 
fault in Fig. 1 and the expected perturbations from the shallow model. Shallow model perturbations are 
modified by applying a moving average filter corresponding to the gauge length of the fiber recording the 
earthquake for comparability. 
 



 

 

Hadley-Kanamori model (Hadley & Kanamori, 1977). The average travel-time perturbations for 193 
all events in the cluster are shown in Fig. 3.  194 

We can compute the expected travel-time perturbations for the near-surface structure by 195 
computing the travel-time differences for a wavefront propagating through our shallow 196 
subsurface velocity model. As shown in Fig. 3, the travel-time perturbations very close to the 197 
fault are highly consistent between those measured from the earthquakes and the expected 198 
perturbations from our shallow velocity model. This would suggest that most of the depth 199 
integrated structural contributions near the fault are coming from top few hundred meters, and 200 
thus the structural variability at depth, including the variability resulting from the fault damage 201 
zone, is minor.  202 

The earthquake travel-times are measured using waveform data with a power spectrum 203 
maximum at 6.5 Hz and substantial energy at 10 Hz, as shown in Fig. S2. Assuming shear wave 204 
velocities directly below our shallow velocity model slightly higher than 1 km/s, as we observe 205 
at the base of our shallow velocity model, we may expect the wavelengths that control the 206 
sensitivity of our measurements to be between 100 and 200 m and potentially as large as 300 m. 207 
We can use these wavelength estimates to better understand the sensitivity of our measurements 208 
to low velocity zone parameters at depths below 200 meters. With this purpose, we perform an 209 
evaluation of travel-time perturbations due to different fault zone parameterizations using an 210 
Eikonal equation solver (Sethian, 1996; White et al., 2020), and we apply different moving 211 
average filters to approximate sensitivities at wavelengths of 100 m, 200 m, and 300 m. The 212 
results of these computations, shown in Fig. S3, suggest our measurements are sensitive to low 213 
velocity zone features deeper than our velocity model with widths of at least 150 m, and 214 
potentially as narrow as 100 m, and velocity perturbation amplitudes below 5%. This would 215 
suggest that there is a rapid narrowing or decay of the low velocity zone below 200 meters depth, 216 
implying that the Garlock fault’s damage zone does not host a wide or high amplitude low 217 
velocity feature at depth. The observed low-velocity feature is very small compared to some 218 
other faults, such as the Calico Fault, another major Southern California Fault late in its 219 
interseismic period, which hosts a substantial low-velocity feature (Fig. S3; Cochran et al., 220 
2009).  221 

The approach we employ in this section assumes that the across-fault velocity contribution along 222 
the ray path between the source and the receiver is representative of the velocity heterogeneity 223 
vertically below the shallow velocity profile. This is a reasonable assumption in the shallow 224 
crust, where ray paths are nearly vertical, but is less applicable at deeper depths. The velocity 225 
correction used to account for travel-time differences due to topography is an approximation. 226 
Though we cannot perfectly account for elevation, this correction is sufficient for our purposes, 227 
because in this section, we are mostly interested in the low velocity zone in our model. This 228 
feature is spatially compact and in a segment of the profile with a low topographic gradient. 229 
Additionally, the residual profile will be sensitive to contributions along ray paths that are 230 
distinct from those of a 1D model, due to 3D effects. We consider these effects by running the 231 
sensitivity tests, which incorporate 3D contributions to ray paths for different structural 232 
scenarios.  233 

The reason for the absence of evidence for a low velocity zone at depth is unclear. Given the 234 
expected scaling of fault zone thickness (Savage & Brodsky, 2011) and the inferred cumulative 235 
displacement of approximately 50 km on the Garlock Fault (Davis & Burchfiel, 1973; Monastero 236 
et al., 1997; Smith, 1962), we may expect the Garlock Fault damage zone to be hundreds of 237 



 

 

meters thick at depth. One potential explanation is that we are by chance sampling a segment of 238 
the Garlock Fault with narrow damage because of along-strike variability in damage zone 239 
thickness due to lithological or geometrical changes (Lin & Yamashita, 2013). Given that Q. Qiu 240 
et al. (2020) observed no compliant zone deformation in response to the Ridgecrest earthquake 241 
over an extensive region, we consider this hypothesis unlikely. Another potential explanation is 242 
that the Garlock Fault is simply on the low end of damage zone widths for mature faults. Fault 243 
damage zones can have a large variety of widths. For example, the Hector Mine and Landers 244 
Faults exhibit widths of approximately 100 m (Y.G. Li, 2002) and 250 m (H. Li et al., 2007; Y. 245 
Li et al., 2000) respectively. There is similar variability among mature faults; the Parkfield 246 
segment of the San Andreas Fault, which is far more active and mature than the Garlock Fault, 247 
hosts a relatively narrow damage zone between 200-250 m at depth (Hickman et al., 2007; Y.G. 248 
Li et al., 2004). By contrast, the Calico and Anninghe Fault Zones, both late in their interseismic 249 
periods, host low velocities zones that in some places exceed widths of 1 km (Cochran et al., 250 
2009; Mu et al., 2024). Mu et al. (2024) partially attribute the wide low velocity zone found at 251 
the Anninghe Fault to fault-associated sedimentation. This suggests that factors other than fault 252 
damage, such as local geology, may be attributable to the variability in low velocity zone width.  253 

An alternative explanation for the spatially confined damage zone at the Garlock Fault is that 254 
considerable fault damage zone healing has potentially taken place over a large segment of the 255 
fault, allowing for significant recovery of the seismic velocities in our sensitivity range. This 256 
observation is consistent with the absence of fault zone trapped waves near the fault (H. Qiu et 257 
al., 2023) and the lack of compliant zone deformation around the fault following the Ridgecrest 258 
Earthquake (Q. Qiu et al., 2020). The combination of these factors and the limit on the width of 259 
the low velocity zone determined in this study distinguishes the Garlock from the other fault 260 
zones mentioned. Because of these complimentary forms of evidence, we favor the hypothesis 261 
that the Garlock's damage zone has undergone substantial healing. This possibility has important 262 
implications, but it is difficult to verify without knowing the state of the low velocity zone at the 263 
beginning of the interseismic period.  264 

4 A Hidden Bimaterial Contrast at Seismogenic Depth 265 

At a broader scale, as shown in Fig. S4, there is significant variability in the earthquake travel-266 
time perturbations that is not captured by the shallow model. The consequences of this variability 267 
depend on whether it is localized above the seismogenic zone or present at seismogenic depths. 268 
To help resolve this question, we consider the differential travel-time perturbations between 269 
earthquakes. This is based on the observation that earthquakes of variant geographic location 270 
have distinct ray paths at depth, but that the ray paths become more similar as they approach the 271 
surface. This means that differential perturbations emphasize contributions from deeper depths. 272 
We first take the differential perturbations between the cluster of earthquakes on the fault and a 273 
different cluster farther to the north. Earthquake waveforms from these clusters are shown in Fig. 274 
1 and Fig. S5. The differential perturbation profile shows a consistent difference between 275 
perturbation profiles that changes polarity at the fault (Fig. 4). Since the earthquakes to the north 276 
preferentially sample the northern side of the fault at depth, this differential travel-time profile 277 
suggests that the southern side of the fault is faster at depth. Importantly, because of the density 278 
of the array and the sharpness of this polarity change, this observation localizes the contrast to 279 
the fault. This distinguishes this study from lower resolution tomography models, for which it is 280 
not possible to determine whether a velocity contrast is due to a fault or broader structural 281 
heterogeneity.  282 



 

 

We quantify this observation with a Bayesian inversion using many of the M2+ earthquakes 283 
observed by the DAS array. The data in this inversion are the differential travel-time 284 
perturbations between every pair of earthquakes, and we solve for the necessary changes in 285 
computed travel-times in a simple model below the DAS array to match the data. We compute 286 
travel-time perturbations for all M2+ events within 30 km of the intersection between the array 287 
and the fault. For this analysis, we consider observations from a 20 km segment of the array 288 
centered on the Garlock Fault (yellow curve in Fig. 1). We remove any events with mean 289 
deviations that are greater than 0.2 seconds to ensure that we keep events with reliable 290 
hypocentral locations, and we subsequently compute the differential travel-time perturbations for 291 
each pair of remaining events. The events used in this analysis are plotted in Fig. 1 and the 292 
depths for these events are given in Fig. S6. Since we are considering interevent travel-time 293 
differences recorded by the same channels, these measurements remove the contribution of 294 
receiver-side topography. To improve the quality of our data and obtain good estimates of the 295 
uncertainty on these measurements, we take the average and standard deviations, which are used 296 
as our uncertainties, of these perturbations within 1 km bins. These measurements constitute our 297 

data vector. We additionally incorporate the standard deviation of the expected arrival time 298 
difference to our error estimates. Since the differential travel-times between the two clusters, and 299 
in general those between all event pairs used in this analysis, are simple and the polarity change 300 
is sharp and close to the fault, we parameterize a simple 4-block earth structure to resolve the 301 
velocity contrast across the fault. The lateral and vertical interfaces between blocks are the 302 
Garlock Fault and an approximation of the top of the seismogenic zone (5 km depth below sea 303 
level) respectively. We assume the Garlock Fault is vertical based on the fault zone reflected 304 
wave observation in Qiu et al. (2023). We formulate our inversion using the following equation: 305 

Figure 4. Cluster comparison and inversion results from differential travel-time measurements computed along 
the yellow segment in Fig. 1. a. Travel-time perturbations from on-fault (gray) and off-fault (green) clusters of 
earthquakes, shown in Fig. 1. b. difference between the two sets of perturbations (purple) plotted against the 
model fit from the inversion ensembles. c, d. Ensemble results using differential travel-times to invert for the 
necessary travel-time adjustments for the shallow (c) and deep (d) earth structure to the north and south of the 
fault. 
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Where +&'( and +)'(are the expected travel-times of events A and B through block i in the model 307 
at station n, +&" and +)" are the expected total travel-times for events A and B at station n, and ,( 308 
is the necessary perturbation to the travel-times through block i to fit the data. The parameters ,( 309 
constitute our model vector. An important assumption of this analysis is that the bimaterial 310 
contrast does not significantly change between the earthquakes and the array. We also assume 311 
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Figure 5. Joint probability distributions for ensembles of parameters from the differential travel-time 
inversion. Diagonal plots show the marginal distributions, and the off-diagonal plots show the joint 
distribution for the row-column pairs. 

 



 

 

the effects of within-fault and broad-scale anisotropy are second order, as we are using a single 312 
component measurement and the across fault perturbation change is abrupt.  313 

We apply a simple MCMC approach to solve this inverse problem because of the flexibility of 314 
the Bayesian framework and to evaluate tradeoffs between parameters in the inversion. We set a 315 
weak Gaussian prior at 1.0 with a standard deviation of 0.1 on each value of ,( to ensure that any 316 
perturbation is data informed. As shown in Fig. 4, we find that to fit the differential travel-time 317 
perturbation profiles, the southern side of the fault is required to be 4-7% faster than the northern 318 
side at seismogenic depths (>5 km). The joint distributions, shown in Fig. 5, suggest a narrower 319 
distribution of relative values, with a bimaterial contrast at depth well-constrained around 6%. 320 
This model matches our data, which requires an abrupt change in differential travel-time at the 321 
fault, as shown in Figure 4. This velocity contrast is not apparent in the total travel-time 322 
measurements around the fault and was instead hidden by shallow crustal structure, which was 323 
largely removed by considering the differential times. Since the expected directivity from 324 
bimaterial contrasts corresponds to the sense of slip on the slow side of the fault, this would 325 
suggest future ruptures have a preferred rupture directivity towards Los Angeles and the San 326 
Andreas Fault. 327 

Our measurements are consistent with the CVMS model locally at the array, as shown in Fig. S7, 328 
and are also consistent with the tomography model of Tong et al. (2021), who find a similar 329 
velocity contrast across the central Garlock fault that reverses polarity at depth. But regional 330 
velocity models (E. Lee et al., 2014; White et al., 2021) do not yield a clear picture of a broader 331 
velocity contrast along strike. We can corroborate our observation by comparing these results to 332 
estimates of velocity profiles from cross-correlations between broadband stations. We consider a 333 
year of continuous vertical data on four Southern California Seismic Network broadband stations 334 
shown in Fig. 6. In a methodology like that described in section 2, we filter the data between 2 335 
and 100 s and decompose the data into day-long segments. We subsequently perform absolute-336 
average temporal normalization and spectral whitening and cross-correlate the waveforms in the 337 
frequency domain. We subsequently stack the correlograms and consider only the period band 338 
between 5 and 13.5 s for this analysis; these frequencies have high sensitivity to the seismogenic 339 
zone (approximately 5-15 km) and depths directly above the seismogenic zone. Periods below 5 340 
s did not achieve good convergence and periods above 13.5 s showed substantial phase 341 
interference.  342 

We compute the phase dispersion curves by narrowband filtering the data at a set of frequencies 343 
and, for each frequency, combine the phase-amplitude relationship with the distance between 344 
stations to produce a frequency-velocity dispersion curve. These raw dispersion relationships are 345 
shown in Fig S7. We resolve the 2. ambiguity by picking the frequency-velocity relationship 346 
most closely aligned with the Preliminary Reference Earth Model (Dziewonski & Anderson, 347 
1981). We estimate the uncertainty on these measurements using the width of the peak that we 348 
pick. We then use surf96 from the Computer Programs in Seismology package (Herrmann, 349 
2013), which applies an iterative, weighted inversion, to recover the 1D shear wave velocity 350 
structure from these dispersion curves. The dispersion curves and corresponding velocity profiles 351 
are shown in Fig. 6. These profiles suggest that in a ~100 km window along-strike, 352 
encompassing our array, the velocities to the north of the fault are faster at shallow depths but 353 
slower below ~6 km, which is highly consistent with our local model. The amplitude of the 354 
velocity contrast across the fault at depth is also consistent with our local model. This suggests 355 
that what we observe in this study is perhaps an extensive rather than a local feature.  356 



 

 

5 Discussion and Conclusions 357 

This study provides the depth-localized structure of a major fault zone in California through 358 
careful comparisons of multiple forms of analyses with collocated, high spatial density 359 
measurements. The deconvolution of measurement contributions from different parts of the fault 360 
zone suggests the fault zone model in Fig. 7. In particular, the near-surface component of the 361 
schematic is determined using the shallow velocity model that incorporates active source and 362 
ambient noise phase velocity measurements. The portion of the model at seismogenic depths is 363 
determined using the inversion of the differential travel-time perturbation measurements shown 364 
in Fig. 4. The shallow crust portion of the model is subsequently determined by measuring the 365 
residual between the measured travel-times of the cluster of earthquakes on the fault and the 366 
expected combined contributions from the near-surface and seismogenic depths. A summary of 367 
the travel-time contributions informing this schematic is shown in Fig. S4. Deconvolving the 368 
different contributions to depth-integrated measurements is important because depth-integrated 369 
measurements may sometimes be misleading. For example, interpreting the fault zone structure 370 
using only the depth-integrated travel-time measurements near the fault zone may lead to the 371 
conclusion that the low velocity zone to the south of the fault is consistent with a typical 372 
persistent fault damage zone structure, and that seismic velocities are faster to the north and 373 
slower to the south at seismogenic depths, but these are the opposite conclusions of those 374 
presented in this study. These observations likely explain the differences between this study and 375 
that of H. Qiu et al. (2023), who used fault zone head waves to determine that the north side of 376 
the fault is faster than the south side of the fault. These head wave observations, which are depth-377 
integrated, may have been dominated by the velocity contrast in the shallow crust that is 378 
evidenced in Figs. S4 and 6 and illustrated in Fig. 7, rather than the contrast with the opposite 379 
polarity at seismogenic depth. 380 

These results also show several strengths of DAS for making detailed observations of fault 381 
zones. The combined high spatial density of the channels and the low-effort maintenance 382 
allowing for long term deployments provide the tools necessary to both perform detailed imaging 383 

Figure 6. Results from the broadband seismic analysis. a. Station map showing the stations used in this analysis.  
Each off-fault station (orange) was cross-correlated with the on-fault station (purple) to produce the 
corresponding models. b. The dispersion curves from each of the cross-correlation measurements and c. the 
corresponding inverted shear wave velocity profiles.  



 

 

studies and make observations of many earthquakes with the same array. Performing these 384 
analyses with the same array allows for the direct comparison of the results and the subsequent 385 
localization of contributions to measurements from depth-localized structures in the fault zone. 386 
The application of DAS to fault zone related problems is not limited to the analyses performed in 387 
this study, and one can easily envision new possibilities for fault zone research that leverage the 388 
strengths of DAS data. For example, DAS arrays deployed across faults could potentially act as 389 
long-term, low-maintenance fault zone observatories that could be used to illuminate time-390 
dependent changes in fault zones due to processes such as healing and to better capture 391 
seismicity along the fault.  392 

The recovery of seismic velocities in the interseismic period is typically attributed to fault zone 393 
healing resulting from fracture closure due to mechanical (Brantley, 1992; Brantley et al., 1990; 394 
Brantut et al., 2013) and chemical (Aben et al., 2017; Lee & Morse, 1999; Renard et al., 2000) 395 
processes. Studies on fault zones immediately following earthquakes have shown measurable 396 
increases in seismic velocity and decreases in permeability with time, suggesting significant 397 
healing can take place shortly after an earthquake (Y.G. Li & Vidale, 2001; Marone et al., 1995; 398 
Xue et al., 2013). The amount and rate of healing that takes place over the course of the 399 
interseismic period is likely highly variable. The presence of low velocity zones and fault zone 400 
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Figure 7. Schematic model summarizing the findings of this study. 
 



 

 

trapped waves in faults that have not ruptured for decades suggest that some damage zones 401 
persist throughout the interseismic period (e.g., Cochran et al., 2009). Some studies suggest 402 
crack healing can occur rapidly, on the order of years (Hiramatsu et al., 2005), and others have 403 
observed substantial healing due to the sealing of fractures in exhumed fault zones (Rempe et al., 404 
2018). A recent study using a borehole from the Alpine Fault, another fault late in its 405 
interseismic period, suggested that, for at least part of the fault zone, fractures near the fault had 406 
little impact on seismic velocity because of extensive mineral precipitation in the fractures 407 
(Williams et al., 2016). We speculate that the segment of the Garlock Fault, which is in a region 408 
of high hydrothermal activity (Sass et al., 1978), may have experienced similar healing as 409 
illustrated in Fig. 7. This is evidenced, not only by the low upper limit of damage zone width and 410 
velocity perturbation amplitude determined in this study, which is not sufficient evidence by 411 
itself, but also by the absence of damage zone indicators such as fault zone trapped waves (H. 412 
Qiu et al., 2023) and compliant zone deformation following the Ridgecrest earthquake (Q. Qiu et 413 
al., 2020). We cannot definitively say whether this is the case, as the initial state of the damage 414 
zone following the last major earthquake is unknown. However, the enigmatic condition of the 415 
Garlock Fault’s damage zone at depth warrants future study. One potential avenue for future 416 
research on this issue would be to investigate borehole data for evidence of healing as done in 417 
Williams et al. (2016).  418 

Experimental and observational work investigating the relationship between bimaterial contrasts 419 
on faults and rupture directivity have discovered a range of behaviors (e.g., Harris & Day, 2005; 420 
Kane et al., 2013; Rubin & Gillard, 2000; Shlomai & Fineberg, 2016; E. Wang & Rubin, 2011; 421 
Xia et al., 2005). Dynamic simulations of sequences of ruptures on bimaterial interfaces suggest 422 
that, although a material contrast across a fault does not dictate the direction of rupture 423 
asymmetry invariably, the presence of a bimaterial contrast over an earthquake sequence creates 424 
favorable nucleation sites and increases the likelihood of asymmetric rupture in one direction 425 
over the other (Abdelmeguid & Elbanna, 2022; Erickson & Day, 2016). Further complications 426 
arise when fault complexity, such as fault curvature and along strike stress variability, is 427 
introduced. But, keeping these complications in mind, we can use the observed bimaterial 428 
contrast on the Garlock Fault to infer if there is an increased likelihood of a rupture propagating 429 
one direction over the other. The Garlock fault perhaps presents an ideal setting for this kind of 430 
analysis, as the highly limited low-compliance zone at depth suggests a potentially simpler fault 431 
structure. In the case of this study, the bimaterial contrast, which we have localized to 432 
seismogenic depths, suggests a future rupture on the Garlock Fault is more likely to propagate 433 
towards the San Andreas. This would suggest an increased likelihood of forward directivity 434 
ground motion amplitudes to the west of a given rupture, which is an important consideration for 435 
both the communities on the fault and those to the west, including Los Angeles. This would also 436 
greatly increase the dynamic stress change induced on the San Andreas, and thus may increase 437 
the likelihood of a rupture on the Garlock triggering a rupture on the San Andreas (Hill & 438 
Prejean, 2015; Toda & Stein, 2020). 439 
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Introduction  

This supporting information document includes several supporting figures (Figs. S1-S8). These 
figures include the extended dispersion curves and velocity model used to evaluate broader 
velocity structure across the fault (Fig. S1), the wavefield frequency content of the on-fault 
cluster of earthquakes (Fig. S2), a summary of the parametric tests used to determine low 
velocity zone sensitivity (Fig. S3), a decomposition of the perturbation profiles from the on-fault 
earthquake cluster into contributions from different depths (Fig. S4), examples of earthquake 
wavefields from on-fault and off-fault events (Fig. S5), a map of earthquakes used in the 
bimaterial contrast inversion with corresponding depths (Fig. S6), the CVMS model under the 
array (Fig. S7), and details of the dispersion curve picking for the broadband station pairs (Fig. 
S8). 
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Figure S1. Extended shallow imaging experiment phase (top) and shear wave velocity (bottom) 
models. 

Figure S2. Normalized power spectra of the earthquake wavefields of events in the cluster of 
earthquakes on the Garlock Fault. 
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Figure S3. Parametric evaluation of the sensitivity of our array to different velocity features at 
depth and comparison to velocity feature from Cochran et al. (2009). In this plot we vary depth 
of damage zone (d), velocity perturbation at depths greater than 0.2 km (!"!!) and the width of 
the damage zone at depths greater than 0.2 km (#"). 
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Figure S4. Travel-time perturbations from the gray cluster of earthquakes shown in Fig. 1 at 
different distances from the Garlock fault for illustration. Near surface perturbations are 
computed using the model in Fig. 2. Seismogenic zone perturbations are computed using the 
model in Fig. 4. Shallow crust perturbations are computed as the difference between the total 
perturbations and the combined perturbations of the near surface and seismogenic zone. Black 
dotted line indicates location of Garlock fault in the USGS Quaternary Fault Database. 
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Figure S5. Examples of earthquake wavefields from clusters of earthquakes on and off the 
Garlock Fault. Locations of these earthquakes are indicated by the diamond markers on the map 
in Fig. 1. Olive-colored dotted lines indicate the P and S phase picks made by PhasenetDAS. 
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Figure S6. Map of events used in the inversion for the bimaterial contrast across the fault. Green 
segment of the array indicates the channels from which travel-times were used. 



 7 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure S7. The SCEC Community Velocity Model along a path collocated with the DAS array 
used in this study. Note the high velocity anomaly at depth on the south side of the model.  
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Figure S8. Setting and phase velocity picks for the low-frequency broadband cross-correlation 
measurements. Top left plot shows station locations used in this analysis. The Christmas Canyon 
station (CCC) was a member of each cross-correlation pair. Other plots show measurements and 
error estimates of phase velocity dispersion measurements.    
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